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Résumé

Le climat, défini ici comme l’état du système incluant l’océan, l’atmosphère, la surface terrestre
et la cryosphère, varie sur des échelles de temps journalières à millénnaires. Ces variations résultent
de la nature chaotique des interactions entre ces composantes, ainsi que des processus en jeu au sein
de chacune d’entre elles. Le climat varie également sous l’influence de facteurs externes, tels que les
variations de l’irradiance solaire ou de la composition chimique de l’atmosphère et les éruptions vol-
caniques.

Les variations climatiques à l’échelle de temps saisonnière sont très énergétiques et influencent
les échelles de temps interannuelles à décennales. Ces dernières intéressent particulièrement les dé-
cisionnaires, mais sont mélangées aux effets du changement climatique global tel qu’observé jusqu’à
aujourd’hui. Améliorer le niveau de compréhension de la variabilité climatique aux échelles de temps
saisonnières à décennales est essentiel pour évaluer l’intervalle possible des fluctuations climatiques
futures, leur prévisibilité éventuelle ainsi que de comprendre l’impact des changements climatiques
induits par l’homme. A ces échelles de temps, l’océan joue un rôle majeur, de part son inertie ther-
mique. Le secteur Atlantique est le théâtre d’une variabilité, et donc d’une prévisibilité décennales
particuliérement fortes, en partie du fait de la circulation méridienne de retournement (AMOC). Les
mécanismes de variabilité interne, le rôle relatif des bassins subpolaires et tropicaux et des autres
bassins océaniques, le rôle du forçage externe, et les conséquences de ces phénoménes pour la prévisi-
bilité sont des questions encore ouvertes et font l’objet d’intenses recherches.

Je synthétise ici ma contribution à ces questions, depuis le début de ma thèse en 2000. Dans
l’Atlantique tropical et subtropical, j’ai exploré plusieurs aspects des mécanismes de variabilité saison-
nières à l’aide d’observations. Néanmoins, étant donné le manque de séries d’observations océaniques
longues et fiables sur des grandes échelles spatiales, mon travail de recherche a été principalement
basé sur l’utilisation de modèles de climat, ainsi que des méthodes d’analyses statistiques et plus con-
ceptuelles. Je me suis en particulier intéressée au rôle de la circulation océanique et de la salinité de
surface dans la variabilité interne du système climatique en Atlantique Nord, et à l’impact des érup-
tions volcaniques et d’anomalies d’eau douce sur cette variabilité. Ces dernières années, cette expertise
et le contexte international m’ont amenée à travailler sur la question de la prévisibilité climatique à
l’échelle de temps décennale et à réflechir à la possibilité de livrer des prévisions avec les outils que les
climatologues et océanographes ont actuellement en main.

Je présente pour finir quelques pistes de recherche que j’envisage pour les prochaines années. Elles
se placent essentiellement dans la continuité de mes efforts menés jusqu’ici pour la compréhension de
la variabilité océanique et climatique à l’échelle de temps décennale. Les modèles de climat devraient
rester à la base de mon travail de recherche, ainsi que le rôle de l’océan dans les variations clima-
tiques interannuelles à décennales depuis les 1000 dernières années jusqu’au prochain siècle environ. Je
souhaite poursuivre l’évolution de mon travail vers une utilisation plus intégrée des modèles de climat
avec les observations existantes. L’idée est de progressehttp://www.pb18.fr/r dans la compréhension
des évènements récents ou passés afin de mieux appréhender ceux du futur. Un autre aspect prospectif
de mon travail concerne l’Atlantique tropical nord-est et le climat des régions adjacentes. Le système
d’upwelling sénégalo-mauritanien et la mousson ouest africaine en sont les points focaux.



Summary

The climate, here considered as the state of the system including the ocean, the atmosphere, the
land and the cryosphere, varies at timescales ranging from days to millennia. These variations result
from the chaotic nature of interactions between these components, as well as processes within each
component. It also varies through the influence of external factors, such as modulations of the solar
irradiance, volcanic eruptions, or externally-induced changes of the composition of the atmosphere.
Seasonal variations cause regular patterns of variability in the oceans, and they may help to understand
the basic dynamics of the system. They are furthermore very energetic and influence modulations
of the climate at interannual to decadal timescales. The latter are of particular relevance in the
context of global climate change, first because global warming evolves on a similar timescale, and
second because impacts of this variability on society and environment are the most useful for decision-
makers. Improved understanding of this variability is essential for assessing the likely range of future
climate fluctuations and the extent to which they may be predictable, as well as understanding the
potential impact of human-induced climate change. At these timescales, the ocean plays a major
role for climate modulations through its thermal inertia. The Atlantic sector, in particular, displays
particularly strong decadal variability, and thus predictability, probably largely because of the Atlantic
Meridional Overturning Circulation (AMOC). Mechanisms of internal variability, the relative role of
subpolar and tropical basins, of remote oceanic basins, the role of external forcing, and consequences
in terms of predictability are still largely open questions and the focus of intense research.

I report here my contribution to these topics since the beginning of my phD in 2000. I have been
exploring some aspects of the seasonal variability using observations of the tropical and subtropical
Atlantic mainly. Given the lack of sufficiently long and trustable data sets on large spatial scales my
research has nevertheless been primarily based on the use of climate models, as well as statistical and
conceptual approaches. I have been specifically interested in the role of the oceanic circulation and the
sea surface salinity for the internal climate variability in the Atlantic basin, as well as in the impact
of volcanic eruptions and anomalous inputs of freshwater into the ocean on this variability. In the
more recent years, this expertise and the international context brought me to think on the climate
predictability at the decadal timescales and on possibilities for oceanographers and climate scientists
to deliver predictions given the tools they have in hands.

I also present several research perspectives which I would like to explore. They are basically
envisioned as a continuity to my previous research for the understanding of the ocean and climate
variability at the interannual to decadal timescales. Climate models should remain at the basis of
my work, as well as studying climate variations from roughly the last 1000 years up to the coming
century. I wish to pursue the evolution of my work towards an integrated use of climate models using
existing observed data sets over these timescales. The idea is to better understand past observed or
reconstructed climate events in order to better apprehend the futur ones. Another prospective aspect
of my work is dedicated to oceanography in the northeastern tropical Atlantic and climate of the
surrounding regions. The southern part of the canarian upwelling and the west-african monsoon will
be a the heart of these studies.



Foreword

This report does not intend to be a textbook nor an exhaustive review. I propose here a consistent
story of my view of the seasonal to decadal climate variability in the tropical and North Atlantic as
derived from the studies I have been leading, supervising or co-achieving so far. In order to highlight
my contributions, I have pointed in bold publications in which I was a co-author, but I have tried to
discuss them as much as possible in the light of other earlier, contemporaneous or subsequent studies.
I hope that this manuscript may be useful to some students or other researchers. At least it has been
a useful and interesting exercise to me.

English or French. This has been a tough question. Science is in english, and writing a text which
I consider interesting scientifically in a language that could not be understood by a large proportion of
my colleagues and collaborators appeared poorly useful to me. On the other hand, I am aware that a
reference document written in french can be very useful and much appreciated by the young students.
I know that in particular from my experience in collaborating with students in Africa (Senegal, Benin).
I hope that the latter will forgive me not to provide them such document, and perhaps will use this
report as an opportunity to be less afraid of written english.

Geographically, my scientific life began in Paris (during my phD, at the LODYC -now LOCEAN-
under the supervision of Claude Frankignoul) and then took me to Potsdam (Germany, PIK, with
Stefan Rahmstorf), back to Paris (LOCEAN), and to Bern (Switzerland, Bern University, Climate and
environmental physics laboratory, KUP, hosted by Thomas Stocker) in the recent years, all this with
regular stays in Dakar (Senegal, at the LPAOSF, Université Cheikh Anta Diop). I am indebted to
colleagues, administrative staff and students from all these places for the work presented here.

5



6



Contents

1 Scientific context 9

2 Seasonal variability 13
2.1 Barrier layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Seasonal salinity budget in the tropical Atlantic . . . . . . . . . . . . . . . . . . . . . . 20
2.3 The Atlantic Meridional Overturning Circulation . . . . . . . . . . . . . . . . . . . . . 22

3 Internal variability at interannual to decadal timescales 27
3.1 Sea surface salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.1 The stochastic modelling framework . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.2 Sea surface salinity response to the atmospheric variability . . . . . . . . . . . . 29
3.1.3 Salinity pathways towards the high latitudes and water mass transformations . 32
3.1.4 Implications for longer term variability . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Ocean circulation variability in the subpolar North Atlantic . . . . . . . . . . . . . . . 37
3.2.1 The atmospheric dynamical forcing . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 AMOC and deep convection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.3 The subpolar gyre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.4 A 20-yr mode of variability in the northern North Atlantic? . . . . . . . . . . . 46

4 The influence of external forcings 53
4.1 Volcanoes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Freshwater forcing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5 Predictability and predictions 69
5.1 Predictability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Model initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Ensemble generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4 Debiasing and estimating the prediction skill . . . . . . . . . . . . . . . . . . . . . . . 78

6 What’s next? 83
6.1 Internal oceanic and climate variability at decadal timescales . . . . . . . . . . . . . . 83
6.2 Reconstruction of the climate variability . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 Past and future variability in the northeastern tropical Atlantic and Sahel region. . . . 86

7



CONTENTS CONTENTS

7 Curriculum Vitae and publication list 89

8 Selection of 5 Publications 103

Bibliography 184

8



Scientific context

Chapter 1

Scientific context

Climate can be defined very generally as a bio-chemical-physical system with different components,
active mechanisms within each component and interactions between components. The main compo-
nents of the Earth system are the atmosphere, ocean, land surface, snow and ice at the surface of both
oceans and land, and biota near the interfaces of atmosphere, ocean and land. Main natural mecha-
nisms within each components include for example turbulent and radiative transfer, the planetary-scale
circulation of the atmosphere and ocean, photochemical processes, and biogeochemical cycles of trace
gases and nutrients. The major interactions between the components of the climate system are given
by the exchanges of energy, momentum, water and trace constituents. Within this vast and fascinating
context, my research focuses on the ocean, and its interactions with the other physical components of
the system, in particular the atmosphere and the sea ice.

Climate may also be defined with respect to weather: the latter describes atmospheric conditions,
such as rainfall, temperature and wind speed, at a particular place and time. Weather forecasts de-
scribe what is expected in the near (few days) future, given the current conditions. Climate, on the
other hand, is what one may expect on average beyond this horizon, the "normal" state, or attractor,
of the system defined above. Climate can thus be understood as the mean state, and typical deviations
from this mean, of relevant quantities over a sufficiently long period to establish robust statistics. The
World Meteorological Organization (WMO) advises to consider periods of typically30 years. Climate
variability is then defined as variations in the mean state and other statistics of the system on all
temporal and spatial scales, beyond individual weather events. These deviations are usually named
anomalies.

Climate variability may be due to natural internal processes, such as the chaotic nature of fluid
motions and interactions between the components of the climate system. This defines the internal vari-
ability. At interannual to multidecadal timescales, internal climate variability is typically organised
into large-scale patterns, called modes of variability, the most mediatic one being the El Niño-Southern
Oscillation. This internal variability comes in addition to variations due to factors that are external
to the system defined above. These can be natural such as solar activity and volcanism, and anthro-
pogenic, such as emissions of greenhouse gases and sulfate aerosols. In the context of recent climate
change, it is important to understand both the internal and forced variability, as well as to understand
the role of natural and anthropogenic external forcing in past and future changes. The temporary
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Scientific context

deceleration of the global surface temperature increase observed in the early 2000s (e.g. Kirtman et al.,
2013), so-called temperature hiatus, is a nice illustration of this problem. As can be inferred from
the abundant literature proposing explanations for this "warming pause" (e.g. Kosaka and Xie, 2013;
Trenberth and Fasullo, 2013; Meehl et al., 2014; England et al., 2014; Watanabe et al., 2014; Karl
et al., 2015; Nieves et al., 2015, among many others), there is a debate in the community on the rel-
ative importance of internal (role of El Niño-Southern Oscillation, of the North Pacific vs the North
Atlantic basins, of basin scale heat uptake) vs. externally-paced variability (possible role of aerosol
forcing, volcanic eruptions, solar forcing), or even an interaction between the two. A better under-
standing of climate variability at interannual to decadal timescales and climate response
to external forcing is needed to better understand, and possibly predict, such events.

The hiatus example also highlights the fact that observations at the climatic space and time scales
are crucial, but still sparse and insufficient. Sampling errors have indeed first led to exaggerate this
pause in the global warming (Cowtan and Way, 2014). Furthermore, while the role of ocean heat up-
take has been proposed quite early as a physically plausible explanation for the hiatus, it has rapidly
become evident that the latter is still largely under-observed and thus quite uncertain (e.g. Trenberth
et al., 2014). In this context, modelling approaches are an important complementary tool. A wide
diversity of "models" are used in climate studies, from statistical models to box models and general
circulation models (GCMs). The latter are based on the primitive equations of the motion of fluid
dynamics. Coupled atmosphere-ocean general circulation models (AOGCMs) have been developed
specifically for climate studies from the seasonal to multicentennial time scales. Although not a model
developer myself, my research is largely based on AOGCMs, and I have been involved in the devel-
opment and validation of several of them (Montoya et al., 2005; Marti et al., 2010; Dufresne
et al., 2013; Lehner et al., 2015). I hope that the following will illustrate the use that can be made
of such models, but also their biases and limitations.

Traditionally, climate models simulations are used to reproduce a statistical evolution of the cli-
mate: either under control (constant) external conditions or forced by boundary conditions such as the
increase of atmospheric CO2 concentration, typical interplay between the climate components can be
studied. Evolution of these interactions with evolving external conditions may also be analysed. These
statistics can be compared with an observed climatic sequence, but the exact timing of observed events
has no reason to be reproduce in such climate simulations, which are not phased on observations. A
rather novel use of climate models is to assimilate available historical observations in a numerical model
of the ocean and/or the atmosphere dynamics or, in other words, constrain climate simulations with
observations. Resulting data sets, so-called reanalysis, have the advantage of providing complete spa-
tial and temporal coverage which, furthermore, obey the equations of motions. As I began my research
career, such reanalysis only existed for the atmosphere. Since then, ocean reanalysis have widely
developed (see for example http://www.clivar.org/clivar-panels/gsop) and this has been,
in my view, a major change for oceanographers. On a personal point of view, this evolution has
greatly contributed to drive me progressively from pure mechanistic studies based on climate models to
a more observation-orientated investigation of the recent and future climate variability. To date, never-
theless, ocean reanalysis performed with different models, different observation data sets and different
procedures to constrain the former by the latter yield very different variability (e.g. Munoz et al., 2011;
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Karspeck et al., 2015; Shi et al., 2015). Beyond improving observation networks and climate models
physics, more work is thus needed on the best way to perform these reanalysis and understand their
interplay with numerical models which are themselves biased.

Regionally, my research has been mostly restricted to the North and tropical Atlantic ocean and
surrounding regions. Why the Atlantic ocean? One answer is obviously that it is the closest ocean
to Europe, and thus probably the one, if any, most directly influencing our climate. Furthermore,
the Atlantic Ocean is caracterized by a specific and unique feature: a zonally averaged
northward heat transport at all latitudes north of 30◦N, while general considerations of the
Earth energy budget would rather predict a poleward redistribution of heat by the ocean and the
atmosphere. This specificity is linked to the Atlantic meridional overturning circulation (AMOC).
Conceptually, this large-scale circulation can be divided in four branches. In the upper branch, water
is moving poleward in the upper ocean. The second branch involves descent into the deep ocean in
high latitude deep convection regions. Southward movement in the deep ocean comprises the third
branch. Upward movement through stratification in low latitudes and/or wind-driven upwelling in
the Southern Ocean closes the circuit. None of these branches has trivial dynamics. As I began my
phD, the large scale oceanic circulation spanning the world’s deep oceans was named the thermohaline
circulation, after the main mechanism from which it originates. Yet, several seminal papers came out
during my early career (among which Kuhlbrodt et al., 2007), inviting for a reconsideration of this
name. Indeed, this large-scale circulation, which has attracted a lot of attention from oceanographers
and climatologists because of its large spatial and temporal scale, and its potential impact on the
climate, is of course a much more complex feature than a conveyor belt (Broecker, 1991) pulled by a
single deep convection process in the high latitudes. Firstly, deep convection itself is partly forced, or
at least favoured by wind forcing (e.g. Lazier et al., 2001). Secondly Lozier (2010) nicely reviewed the
numerous studies leading the deconstruct the paradigm view according to which "the ocean’s merid-
ional overturning circulation operates like a conveyor belt, transporting cold continuous stream of deep
waters spreading waters equatorward at depth and warm waters poleward at the surface". The vital
role of eddies and wind fields in establishing the structure and variability of the ocean’s overturning
and the lack of continuity of the different branches of this large-scale circulation (e.g. Brambilla and
Talley, 2006) imply to revisit the concept of "thermohaline circulation". Therefore, in recent years,
the term "AMOC", based on the mathematical definition of the stream function, has been preferred
to describe this circulation. Understanding the dynamics of the AMOC, its different branches and
representations, its variability and predictability has been at the heart of my research interests.

Nevertheless, thermohaline contrasts, in particular in the North Atlantic, remain crucial to explain
variations of the structure and intensity of this large scale circulation. Density variations are in partic-
ular involved in the descending branch, and salinity in particular has been found to be closely linked
to oceanic deep convection (e.g. Gelderloos et al., 2012). More generally, oceanic salinity has massive
impacts on the ocean circulation and the global climate. It is important for the formation of water
masses and it may modulate certain modes of variability such as ENSO (e.g. Singh et al., 2011; Hasson
et al., 2014). Surface salinity has been proposed by Yu (2011) to be used as a rain gauge for the global
water cycle and may thus be used as an indicator to detect human influence on the latter (Durack
et al., 2012; Terray et al., 2012) , and even a predictor for the Sahel monsoon (Li et al., 2016). It has
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also been shown ton influence the global ocean heat uptake in response to global warming (Smith et al.,
2014). Salinity dynamics and variability in the ocean has nevertheless attracted much less attention
than the temperature. One of the reason is probably that its influence on climate is more indirect
than temperature, which influences air-sea heat fluxes thereby feeding back on the atmosphere. The
fact that it is much more difficult to observe, both in situ and from space, may also have delayed
our understanding of the relevance of this parameter for climate. Observation from space required
relatively long technological developments but recent success might change the situation in the coming
years (Boutin et al., 2016). Salinity dynamics, variability and link to the AMOC has been another
focus of my studies, as detailed below.

In climate models, an AMOC intensification is generally associated with an anomalous warming of
the North Atlantic surface, most importantly in the subpolar regions. Given the difficulty to observe
the AMOC, this link can not yet be clearly verified from observations. Yet, the latter show a basin-
wide mode of SST variation in the North Atlantic, named the Atlantic Multidecadal Variability (or
Oscillation, although its oscillatory behaviour has not really been confirmed), which resembles that
predicted by the models. The observed AMV has regional and global climate associations. At midlati-
tudes, links have been found with the North American and European summer climate (e.g. Sutton and
Hodson, 2005). Several impacts have also been found in the tropics, such as on the northeast Brazilian
and African Sahel rainfall (Folland et al., 1986; Rowell, 2003; Wang et al., 2012), the Atlantic warm
pool (e.g. Wang and Zhang, 2013) and Atlantic hurricanes (Goldenberg et al., 2001). AMV warming
or cooling also translates into tropical North Atlantic SST anomalies (Wang and Zhang, 2013). The
tropical Atlantic also plays a specific role for decadal variability through the influence of the salty
subtropical Atlantic and the fresh equatorial band, which the upper branch of the AMOC crosses on
its way northward. This basin thus has a strong interplay with the North Atlantic variability, probably
both influencing it and feeling its effects. My interest for the tropical Atlantic climate interest has
essentially taken the form of collaborations with the Laboratoire de Physique de l’Atmosphere et de
l’Ocean Simeon Fongang (LPAOSF) at the University of Dakar (Senegal).
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Chapter 2

Seasonal variability

Seasonal variability is primarily due to intra-year changes in solar input. This causes changes in such
features as the position of the intertropical convergence zone (ITCZ), paths of mid-latitude storm
tracks, monsoon circulation, and changes in the temperature and humidity of the air that comes
into close contact with the ocean. While typical residence time for water in the atmosphere is on
the order of 7 days (Bengtsson, 2010), ocean circulation processes can have time scales of years to
decades. The seasonal time scale sits at the boundary between these scales. It makes a contribution
to exchanges between atmosphere and ocean at least as far as the upper oceanic layer (mixed layer
depth) is concerned. I present here an overview of three aspects of the seasonal variability in the ocean
I have been working on.

2.1 Barrier layers

In the climate system, ocean and atmosphere interact by exchanging momentum, heat and freshwater.
In the ocean, these exchanges take place in the upper mixed layer. As its name indicates, this layer
is well mixed and thus roughly vertically uniform in temperature and salinity. Although temperature
generally dominates the density changes in tropical oceans, both temperature and salinity can locally
control the stratification, hence the mixed layer depth (MLD). The tropical Atlantic is characterised by
very strong river discharges. The Amazon and the Congo rivers in particular account by themselves for
almost 20% of the global amount of rivers discharges. Added to intense precipitations under the Inter-
Tropical Convergence Zone, this makes the tropical Atlantic an area of intense spatial heterogeneities of
the sea surface salinity (SSS) with potentially important temporal variations (e.g. Dessier and Donguy,
1994; Delcroix et al., 2005) and an important impact on the vertical stratification. In several areas of
the tropical Atlantic basin, the sharp vertical salinity gradient in the upper ocean indeed limits depth
of the mixed layer, while the temperature is homogeneous or even warmer than in surface down to
much higher depths (Fig. 2.1). In this case, the isothermal layer found below the mixed layer is called
a barrier layer, as it prevents exchanges between the warm mixed layer and the cold ocean interior
(Lukas and Lindstrom, 1991; Godfrey and Lindstrom, 1989). By modifying air-sea interactions, the
barrier layers can have important climatic effects (e.g. Masson et al., 2005; Foltz and McPhaden, 2009;
Grodsky et al., 2012; Balaguru, 2011).
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Seasonal variability

interactions and important potential climatic impact. When
they occur, the energy transferred from the atmosphere to
the ocean by wind and buoyancy forcing is trapped in the
upper mixed layer limited by the salt stratification, which is
thinner and thus more reactive than the one defined by the
temperature mixed layer [Vialard and Delecluse, 1998a].
Vialard and Delecluse [1998a] also showed that the BL
could protect the surface layer from heat exchanges with the
thermocline and thus inhibit the surface cooling. Further-
more, the warm reservoir below the upper mixed layer
associated to a classical BL or an inversed temperature
profile can potentially be eroded by intense atmospheric
forcing and thus induce a positive sea surface temperature
anomaly that was suggested to significantly influence the
onset of El Niño-Southern Oscillation (ENSO) events [e.g.,
Maes et al., 2002; Maes et al., 2004] or the development of
the Indian monsoon [Masson et al., 2005], the Madden
Julian Oscillation, and tropical cyclones.
[5] It is both because the mixed layer is relatively shallow

and can thus be eroded relatively easily and because ocean-
atmosphere coupling is strongest at low latitudes that studies
of the BL have mainly focused on the tropical oceans.
Recently, however, Kara et al. [2000] pointed out the

existence of thick BLs in the subpolar North Pacific. Fur-
thermore, several studies showed the importance of salinity
in controlling the stratification and the mixed layer depth in
the middle to high latitudes [e.g., Reverdin et al., 1997].
[6] In spite of this possible global occurrence of the

potential climatic impacts and of the fundamental impor-
tance of correctly diagnosing the upper ocean heat budget,
global seasonal maps of the differences between the upper
density and temperature stratification have, to our knowl-
edge, only been presented twice. Tomczak and Godfrey
[1994] presented global maps for two seasons, winter and
summer, using the Levitus [1982] world ocean data set.
Monterey and Levitus [1997] subsequently showed maps
based on the more recent Levitus and Boyer [1994] World
Ocean Atlas. In addition, we have to mention the milestone
analysis of Sprintall and Tomczak [1992] dedicated to the
tropical areas. These previous studies greatly contributed to
the knowledge and understanding of global BL climatology.
Yet, primarily because of the lack of data, they were all
based on already averaged and interpolated data sets. This
approach results in smoothed vertical profiles and can thus
create artificial mixing of water masses. It can also intro-
duce biases in estimating subsurface quantities such as

Figure 1. Examples of profiles where salinity controls the depth of the mixed layer. Temperature
(black), salinity (blue), and density (red) profiles are measured (a) from an Argo float on 31 January 2002
in the southeastern Arabian Sea (67.3!E, 7.4!N) and (b) from a CTD probe on 21 February 1999 in the
northeastern Pacific Basin (136.3!W, 47.7!N). Note the different vertical and horizontal scales used for
the two profiles. The red solid dot shows the depth where the density criteria is reached, thus defining Ds
(see text). The black solid dot shows the depth where the temperature criteria is reached, thus defining
DT!02 (see text). Ds and DT!02 limit the barrier layer (BL). Figure 1a is an example of classic BL case,
where the temperature is approximately homogeneous below the density mixed layer. Figure 1b is an
example of vertical temperature inversion (section 3.2). The grey solid dot shows the depth of the
maximum temperature inversion below the mixed layer. The amplitude of the inversion as compared to
the surface (10 m depth reference level) is indicated by DTinv.
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Figure 2.1: Example of hydrographic profile in the ocean where salinity controls the depth of the mixed
layer. Temperature (black), salinity (blue), and density (red) profiles are measured from an Argo float
on 31 January 2002 in the southeastern Arabian Sea (67.3◦E, 7.4◦N). The red solid dot shows the
depth where the depth of the layer homogeneous in density, thereby defining Dσ. The black solid dot
shows the depth of homogeneous temperature, thus defining DT−02. Dσ and DT−02 limit the barrier
layer (BL) (see text for details). From de Boyer Montégut et al. (2007)

The barrier layer thickness is thus defined as:

BL = Dσ −DT∗−02, withDT∗−02 < Dσ < 0 (2.1)

DT∗−02 is the depth where the temperature has decreased by 0.2 ◦C as compared to the temperature
at the reference depth of 10m. The 0.2 ◦C threshold is based on the current precision of most common
temperature sensors. Dσ is the depth where the potential density, here referred to as σθ (potential
density − reference density), has increased from the reference depth by a threshold ∆σ equivalent to
the density difference for the same temperature change at constant salinity:

∆σ = σθ(T ∗ −0.2, S∗, P0)− σθ(T∗, S∗, P0) (2.2)

with T∗ and S∗ are the temperature and salinity at the reference depth 10m and P0 is the pressure at
the ocean surface. Dσ corresponds to the top of the thermocline.

Making use of recently compiled vertical profiles of temperature and salinity, we proposed in 2007
a novel climatology of this phenomenon (de Boyer Montégut et al., 2007). Its main novelty as
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maximum thickness can then exceed 100 m in the subpolar
and polar areas (Figure 4). In the tropical areas, maximum
thickness is rather around 40 to 50 m. Note that in these
regions, there is a nice spatial correlation between Figure 4
and Figure 5: thickest BLs are the most persistent.
[15] In terms of duration (Figure 5), one can distinguish

three types of BL regions: in the equatorial and western
tropical Pacific and Atlantic, the Bay of Bengal and eastern
equatorial Indian Ocean, the Labrador Sea, and parts of the
Arctic and the Southern Ocean, BLs are typically signifi-
cantly present during at least 10 months per year. They can
thus be considered as quasi-permanent. In the Arctic and
the Southern Ocean, the lack of data might artificially
reduce the extent and length of the BLs detected with the
product (see hatches in Figure 5). Seasonal BLs, lasting
about 6 months, are detected in the northern subpolar
basins, in the Arabian Sea as well as in the southern
Indian Ocean, and equatorward of the subtropical salinity
maxima, as is described in a companion paper [Mignot et
al., 2007]. The third type of area consists in regions where
BLs are nearly never detected. They are located around 25
to 45! latitude in both hemispheres and all basins, as well

as along the eastern subtropical oceanic boundaries. Upw-
ellings taking place in the latter areas maintain a very
shallow mixed layer and ensure a temperature and salinity
stratification down to the same depth.
[16] The equatorial and tropical BLs are easily identified

in Figure 3. In the western equatorial Pacific and Atlantic
basins and in the eastern equatorial Indian Ocean, BL
thickness reaches up to 40 m and 50% of the mean mixed
layer depth (Figure 4). They are detected almost all months
of the year (Figure 5), yet with a seasonal cycle whose
amplitude can locally be as high as 30 to 40 m (Figure 3),
especially in the central equatorial Pacific where they are
thickest. In the tropics, between 10 and 25! latitude, differ-
ences between DT!02 and Ds are detected primarily in the
autumn and winter seasons of each hemisphere (Figure 3).
These BLs reach up to 30 to 50 m thickness (40 to 60% of
the mean mixed layer depth). They last 5 to 7 months per
year in the eastern Atlantic and Pacific basins and often the
whole year in the respective western basin. On the contrary,
as a result of the specific local geography, the thickest and
most long-lasting BLs of the tropical Indian Ocean are
detected in the eastern basin (e.g., in the Bay of Bengal).

Figure 3. Seasonal maps of the difference between DT!02 and Ds, representing seasonal averages over
January to March (JFM), April to June (AMJ), July to September (JAS), and October to December
(OND). Positive values correspond to barrier layer thickness (BLT), while negative values corresponds to
compensated layer thickness. Data have been kriged every month following de Boyer Montégut et al.
[2004]. Grid points where the layer thickness is less than 10% of the maximal depth (DT!02 or Ds) are
shown in light grey. White areas represent grid points with no observation or only 1 month observation
during the season.
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Figure 2.2: Seasonal maps of the difference between DT−02 and Dσ as compiled from individual profiles
by de Boyer Montégut et al. (2007). Panels represent seasonal averages over January to March
(JFM), April to June (AMJ), July to September (JAS), and October to December (OND). Positive
values correspond to barrier layer thickness (BLT), while negative values corresponds to compensated
layer thickness. Grid points where the layer thickness is less than 10% of the maximal depth (DT−02

or Dσ)are shown in light grey. White areas represent grid points with no observation or only 1 month
observation during the season.

compared to previous global and large-scale studies is that it is based on profile-wise computations.
This results in more realistic and detailed structures than already gridded profiles, since no merging by
smoothing or interpolation is applied. From this new data set, three types of BL regions could be iden-
tified (Fig. 2.2): regions of seasonal BLs in the northern subpart basins, regions of quasi-permanent
BLs in the equatorial and western tropical Atlantic and Pacific, the Bay of Bengal, the eastern equa-
torial Indian Ocean, the Labrador Sea, and parts of the Arctic and Southern Ocean and finally regions
where BLs are typically never detected between 25◦N and 45◦N latitude in each basin. Away from
the deep tropics, the analysis revealed strong similarities between the two hemispheres and the three
oceans regarding BL seasonality and formation mechanisms. The latter involves various mechanisms
such as intense precipitations, oceanic circulation, wind seasonality, and river runoff, in relation with
the specific geography and climatology of each basin. In the deep tropical Atlantic (Fig. 2.3), in partic-
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deeper depths. This would then induce a thickening of the
BL by vertical stretching. However, in July–August, it is
rather annual upwelling Rossby waves that reach the western
Pacific [Yu and McPhaden, 1999]. Therefore our product
confirms the existence of these thick BLs but do not support
this formation hypothesis at seasonal timescales.

4. Deep Tropical Atlantic

[15] The salinity budget of the equatorial and tropical
Atlantic is relatively complex [e.g., Foltz et al., 2004; Ferry
and Reverdin, 2004] and two major sources of freshwater
have to be taken into account: high precipitations under the
ITCZ, and the discharge of major rivers along the northern
coast of South America, namely the Amazon (0!N–50!W)
and, to a lesser extent, the Orinoco (9.25!N–61.5!W).
Barrier layers of up to 20 m thickness are detected in the
deep tropical Atlantic basin, equatorward of roughly 10!
latitude (Figure 4). Two areas can be distinguished: the
coastal zone from Guyana to Venezuela (roughly 200 to
300 km offshore) and the equatorial zone (5!S–10!N). They
have already been analyzed using observations [Pailler et al.,

1999] and models [e.g., Masson and Delecluse, 2001; Ferry
and Reverdin, 2004], and are further described below.
[16] In boreal winter and spring (Figure 4, top), the fresh

Amazon waters are advected northwestward by the Guyana
current [e.g., Condie, 1991], inducing a shallow halocline
along the northern coast of South America. The latter is
further strengthened by local precipitations, as indicated by
the thick black line in Figure 4. Since the temperature is
relatively constant along this path in the Atlantic warm
pool, this results in the BL detected along the coast in
October to March north of the Amazon mouth (located at
0! latitude). This mechanism has been described by Pailler
et al. [1999] in particular, using high-resolution vertical
profiles. The latter also suggested that in summer, the North
Equatorial Current retroflection carries the Amazon waters
across the basin at 6!N [e.g., Lentz, 1995; Hu et al., 2004]
here again practically along the isotherms (not shown). Our
product supports this explanation at large scale. Figure 4
shows indeed thick BLs offshore along this band of latitude
during summer and fall (Figure 4, bottom) and very thin or
no BLs along the coast in JAS.
[17] In early fall (September), the ITCZ is located around

6–8!N. As a result, it reinforces the freshening of surface

Figure 4. Grey scale gives easonal BL thickness in the tropical Atlantic basin. Grid points with no data
during at least 1 month of the season are shown contoured in black. Arrows denote drifter-derived
seasonal near-surface currents from Lumpkin and Garraffo [2005]. For clarity, the currents have been
smoothed using a three-point hanning window over both dimensions, and only one vector out of three is
shown, and only at areas where the BL is thicker than 5 m. Black contours are 4 mm/d and 8 mm/d
precipitation contours from the Xie and Arkin [1997] data set. White contours are subsurface temperature
maximum greater than 0.3!C over the season (see de Boyer Montégut et al. [2007a] for details). The four
panels represent an average over the four seasons as in Figure 1. The boxes highlight BL areas studied in
section 6 and also shown in Figure 6.
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Figure 2.3: Grey scale gives seasonal BL thickness in the tropical Atlantic basin from the climatology
of de Boyer Montégut et al. (2007). Grid points with no data during at least 1 month of the
season are shown contoured in black. Arrows denote drifter-derived seasonal near-surface currents
from Lumpkin and Garraffo (2005). For clarity, the currents have been smoothed using a three-point
hanning window over both dimensions, and only one vector out of three is shown, and only at areas
where the BL is thicker than 5 m. Black contours are 4 mm/d and 8 mm/d precipitation contours from
the Xie and Arkins (1997) data set. From Mignot et al. (2007)

ular, intense precipitations under the ITCZ, large runoff from the Amazon river and the seasonality of
the oceanic circulation are the main drivers of a complex BL system, with a clear seasonal cycle. Thick
BLs are also detected in winter on the equatorial flank of each of the subtropical salinity maxima, as
highlighted one year before by Sato et al. (2006) for example based on the profiles obtained by ARGO
floats from January 2000 to June 2005. Here the intense surface freshening resulting from poleward
Ekman advection of the fresh equatorial surface waters combined with the presence of subsurface salty
waters lead to a strong, robust and permanent salinity stratification. In winter, the surface waters are
additionally cooled by surface heat loss, so that temperature stratification is reduced. This induces
BLs of up to 20 (in the South Atlantic and Indian oceans) and 30 (in the North and South Pacific and
the North Atlantic) meters thick during the local winter season on the equatorial flank of the subtrop-
ical salinity maxima. In summer, the thermocline shoals under the effect of atmospheric heating and
coincides again with the top of the pycnocline.

Given the sparsity of observations, in particular in subsurface, oceanic models are an important tool
to deepen our understanding of barrier layers formation, persistency, climatic impact and life cycle.
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aussi un bonne correction du biais  chaud dans la partie Nord du bassin qui était présent dans la

simulation F-REF. Le forçage utilisé dans cette simulation (plus récente) peut être la principale

source de cette correction. Mais concernant la partie Angola Benguela, la correction du biais chaud

est plus importante sur F-REF que sur le F-HR.

On analyse enfin la fig 14c, qui montre le biais de SST en hiver pour la simulation C-NP qui utilise

une  nouvelle  paramétrisation  physique  de  la  convection  atmosphérique.  L'analyse   de  cette

figure14c montre un biais froid dans l'hémisphère Nord similaire à celui de la figure14a. Une bonne

correction du biais froid est observé  au niveau de l’hémisphère Sud dans la partie Ouest du bassin.

Par contre une plus grande extension du biais chaud dans la partie Sud Est du bassin est observée

avec cette simulation C-NP. Cependant, comme expliqué plus haut, le biais moyen de la simulation

peut ici gêner l’interprétation des résultats.  Hourdin et al 2013  montrent que le biais est réduit

dans les tropiques mais pas à l'équateur.  Ainsi on peut conclure  de cette analyse que le maximum

de biais chaud est observé dans la partie équatoriale et tropicale Sud du bassin le long des côtes

africaines dans toutes les simulations couplées libres. La SST simulée par ces dernières dans ces

régions est plus chaude que la réanalyse de Glorys. Par contre les biais froids sont généralement

localisés  au niveau des  deux hémisphères  dans  les  subtropiques.  Le biais  chaud au  niveau de

l'Angola Benguela semble être le plus difficile à corriger. 
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CHAPITRE 3

RÉSULTATS ET DISCUSSION

3. Analyses des biais 

Dans cette partie nous allons analyser et discuter les biais des simulations climatiques de IPSL dans

l'Atlantique tropical afin de bien  comprendre l'origine. Ici on appelle biais la différence entre les

simulations et les observations ou bien les ré-analyses.

3.1.1.Biais de SST des  simulations 

Les figures 14 et 15 montrent  respectivement les biais  de SST dans les différentes  simulations

présentées ci dessus pour la saison hivernale ( Janvier-Fevrier-Mars ) et estivale (Juin-Juillet-Aout) .

                                                         Simulations couplées 
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Figure 2.4: Sea surface temperature bias in the IPSL-CM5A-LR climate model Dufresne et al.
(2013) with respect to the oceanic reanalysis GLORYS2V3 (Ferry et al., 2012) averaged over January-
February-March (left) and June-July-August (right) over the period 1993-2005. The black contours
show the GLORYS climatology and the grey contour show the difference between the GLORYS re-
analysis and the ERSST data set (Smith et al., 2008), giving an estimate for the uncertainty of SST
observations and reanalysis. From Sylla (2015)

.

By comparing the mean state in three general circulation climate models with oceanic reanalysis, we
firstly established a link between the representation of barrier layers and the SST bias in the eastern
tropical Atlantic (illustrated for the IPSL-CM5A-LR model, which will be presented in more details
below, in Fig. 2.4), thereby highlighting the role of sea surface salinity for the amplification of the
precipitation and wind stress biases in forced atmospheric models (Breugem et al., 2008). In the
western tropical Atlantic now, Fig. 2.3 shows that the warm pool is the location for particularly thick
BLs, which are also associated to important temperature maxima in subsurface. This means that the
vertical temperature gradient is reversed as compared to what is expected from simple hydrostatic
consideration. In this case, the salinity assures the vertical stability, even though its influence on
density is relatively weak in warm tropical waters. Thus, this indicate that the salinity stratification
is particularly strong. Based on climatological output of a general circulation ocean model, we showed
that its development consists of two phases (Mignot et al., 2012). In summer, the BL is relatively
shallow and thin but subsurface temperature maxima are intense. The latter develop as a result of
the specific seasonality of the freshwater discharge in this area, which limits the mixed layer to a very
thin depth while the intense radiative heat flux penetrates significantly below, thereby heating the
subsurface waters protected from air-sea interactions and inducing a barrier layer between the mixed
layer and the ocean interior. In winter, the BL development is the same as the one described above at
similar latitudes and during the same season on the equatorial flank of each of the subtropical salinity
maxima.

Building on all these analysis, we have developed a simple linear equation linking the BL develop-
ment to time evolution of temperature and salinity stratification to prognose the BL thickness. This
conceptual model is based on the case of a water column with subsurface heat fluxes negligible in the
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vicinity of DT∗−02, a simplified temporal equation for DT∗−02 is:

∂tDT∗−02 = (∂zT )−1 |DT∗−02
×∂tSST (2.3)

where the vertical temperature gradient is computed at the depth DT∗−02. Equation (2.3) shows that,
in such an idealised water column, and in particular with a standard upward temperature gradient in
the thermocline (∂zT < 0), DT∗−02 shoals (respectively deepens) by construction when the SST warms
up (resp. cools down). A similar equation can be derived for the evolution of the pycnocline depth
Dσ and the halocline DS∗±∆S and introducing the vertical density ratio Rz = αT ∂zT

βS∂zS
, one can finally

write:
∂tBL =

1

1−Rz
(∂tDT∗−02 − ∂tDS∗±∆S) (2.4)

This equation indicates that the BL development depends on the evolution of the distance between
the top of the thermocline and of the halocline respectively. Hence one can verify that a BL tends to
develop if DT∗−0.2 deepens faster than DS∗+∆S , since the latter will limit the deepening trend of Dσ.
Fig 2.5 shows a sketch of the main types of idealised stable vertical profiles of temperature and salinity
below the MLD, as in Liu et al. (2009). The simplest, and most common, case of vertical stratification
in the upper ocean corresponds to an upward temperature gradient below the thermocline and a
downward salinity gradient below the halocline. In this case, Rz < 0 at the base of the thermocline.
For Rz << −1, the temperature gradient largely dominates the salinity in terms of its effect on the
density gradient, and 1/(1 − Rz) tends towards zero and damps BL development in Eq. (2.4). In
other words, Dσ varies almost like DT∗−0.2, at the expense of BL development. For Rz close to zero
and negative, the salinity gradient now dominates the temperature one, and BL varies in unity with
changes in DS∗+∆S − DT∗−0.2. Such a profile corresponds mainly to weak temperature and strong
salinity gradients. In this case, the BL develops essentially because DT∗−0.2 deepens easily while Dσ

varies almost like DS∗+∆S , that is little since the halocline is strong. For 0 < Rz <= 1, a temperature
inversion prevails and density is compensated by a salinity increase. However, Eq. (2.4) do not hold
since DT∗−02 is not present in such an idealised profile. Another equation for the development of a CL
should be derived. Note nevertheless that the temperature decreases at greater depth and a thick BL
could be defined, as discussed in de Boyer Montégut et al. (2007). For Rz >= 1, the temperature profile
is stable and compensated. Equation (2.4) functions as for the latter regime: DT∗−0.2 > DS∗+∆S > Dσ

and (1 − Rz)−1 reach high negative values, and a small deepening of DT∗−0.2 is, as expected, highly
favorable to the development of a CL. Finally, for Rz much larger than 1, profiles are not compensated
and the density gradient is controlled by the temperature gradient.

Fig. 2.6 shows the values of Rz averaged over the northwestern tropical Atlantic (top) and in the
central Atlantic and Pacific basins (middle and bottom respectively) in forced oceanic GCM simulation
with a horizontal resolution of 0.5◦ and 10m thickness in the upper 120m. This figure shows that
−1 << Rz < 0 in summer in the North Atlantic warm pool and Eq. 2.4 confirms that such a situation
is favorable to the development of a BL (Fig. 2.5). In the central Pacific and Atlantic basins (Fig. 2.6
middle and bottom), on the contrary, in summer, the halocline is relatively deep while the thermocline
is stable or tends to shoal, due to intense surface warming. Hence Rz is strongly negative, and this limits
BL formation. In autumn, the rapid weakening of ∂T/∂z due to surface cooling reduces (in absolute
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largely dominates the salinity in terms of its effect on the
density gradient, and 1/(1 ! Rz) tends toward zero and
damps BL development in equation (10). In other words, Ds
varies almost like DT*!0.2, at the expense of BL develop-
ment. For Rz close to zero and negative, the salinity gradient
now dominates the temperature one, 1/(1 ! Rz) is close to
unity and BL varies in unity with changes in DS*+DS !
DT*!0.2. Such a profile corresponds mainly to weak tem-
perature and strong salinity gradients. In this case, the BL
develops essentially because DT*!0.2 deepens easily while
Ds varies almost like DS*+DS , that is little since the halocline
is strong (see equation (8)). For 0 < Rz < = 1, a temperature
inversion prevails and density is compensated by a salinity
increase. However, equations (8) and (10) do not hold since
DT*!02 is not present in such an idealized profile. Another
equation for the development of a CL should be derived, but
this is beyond the scope of the present study. Note never-
theless that the temperature decreases at greater depth and a
thick BL could be defined, as discussed by de Boyer
Montégut et al. [2007a]. For Rz > = 1, the temperature pro-
file is stable and compensated. Equation (10) functions as for
the latter regime: DT*!0.2 > DS*+DS > Ds and (1 ! Rz)

!1

reach high negative values, and a small deepening of DT*!0.2
is, as expected, highly favorable to the development of a CL.
Finally, for Rz much larger than 1, profiles are not compen-
sated and the density gradient is controlled by the tempera-
ture gradient. Equation (8) says that the changes in CL tends
toward zero when Rz grows, in agreement with the lack of
compensations. We illustrate below how this equation helps
interpreting the tropical BL.

4.2. Interpretation of the Northwestern Tropical
Atlantic BLs
[33] Figure 8 shows the values of Rz averaged over the

northwestern tropical Atlantic (Figure 8, top) and in the
central Atlantic and Pacific basins (Figures 8 (middle) and
8 (bottom), respectively). As discussed earlier, equation (4)
is missing an important term of subsurface heat flux, and
thus it doesn’t explain the evolution of DT*!0.2 in summer in
the North Atlantic Warm Pool. In terms of stratification
regimes, nevertheless, Figure 8 shows that !1 ≪ Rz < 0
during this season. The BL modulating factor is then close to
unity, and equation (10) confirms that such a situation is
favorable to the development of a BL (Figure 7), whose
thickness is proportional to changes in the distance separat-
ing the top of the thermocline and halocline.
[34] In the central Pacific and Atlantic basins (Figures 8

(middle) and 8 (bottom)), on the contrary, in summer,DS*+DS
is relatively deep (see crosses in Figure 6) while DT*!0.2. is
stable or tends to shoal (solid black lines in Figure 6), due to
intense surface warming. Hence Rz is strongly negative, and
1/(1 ! Rz) is close to 0. According to equation (10), this
limits BL formation. This is in agreement with the vanishing
of the BL that exists in spring prior to the surface salinity
decrease (e.g., Figure 3).
[35] In autumn, the rapid weakening of ∂T/∂z due to sur-

face cooling reduces (in absolute values) Rz, which can
eventually even become positive in case of a temperature
inversion. Even though equation (4) does not hold in that
case, one can see that the modulating factor in equation (10)
approaches 1. BLT time variation depends essentially on the

Figure 7. Schematic of the different stratification regimes described in section 4 and link to BL develop-
ment conditions. The profile graphics illustrate typical temperature (in blue), salinity (in red) profiles as a
function of Rz. Horizontal lines on the profiles sketch the DT*!02 (in blue), DS*+DS (in red) and Ds
(in green) (see text for definitions). The background graphics shows the function f = (1 ! Rz)

!1, which
is the modulating factor in equations (8) and (10).
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Figure 2.5: Schematic of the different stratification regimes described after ?? and link to BL develop-
ment conditions proposed by (Mignot et al., 2012). The profile graphics illustrate typical temperature
(in blue), salinity (in red) profiles as a function of Rz. Horizontal lines on the profiles sketch the DT∗−02

(in blue), DS∗+∆S (in red) and Dσ (in green) (see text for definitions). The background graphics shows
the function f = (1−Rz)−1, which is the modulating factor in equations 2.4.

values) Rz in all three regions. DT∗−0.2 deepens slightly faster than DS∗+∆S , and consequently the
BL thickens. This holds both in the western tropical Atlantic and in the central basins (Fig. 2.6).
Despite strong assumptions, the simple linear prognostic model for BL development thus constitutes a
good framework to discuss BL developments, and compare the behaviour in different basins or seasons.
Numerous improvements are yet needed, such as the inclusion of subsurface heat fluxes and thereby
the representation of subsurface temperature inversions.
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Figure 2.6: Vertical density ratio Rz = αT ∂zT
βS∂zS

averaged over the western tropical north Atlantic (top)
and over the central Pacific area (middle) and central Atlantic area (bottom). Areas where ∂zS =
0 are shown in grey. The thick black lines show the depth DT∗−02 (solid) and the MLD (dashed)
diagnosed from the model data averaged over the same area. The magenta contour shows areas where
a temperature inversion has been detected. From Mignot et al. (2012).

2.2 Seasonal salinity budget in the tropical Atlantic

In order to better understand the dynamics of the barrier layer and of the mixed layer in the tropical
Atlantic, linked to atmospheric fluxes as well as horizontal and vertical ocean dynamics, budgets of the
seasonal salinity variations are needed. Yet, because of the lack of SSS direct observations, early efforts
to characterise these variations have been confined to local regions of the tropical Atlantic, or have
failed to fully close the salinity budget (e.g. Dessier and Donguy, 1994; Reverdin et al., 1997; Foltz
and McPhaden, 2008; Tzortzi et al., 2013; Da-Allada et al., 2013; D’Addezio and Bingham, 2014).
We have proposed a full analysis of the physical processes controlling the mixed layer salinity (MLS)
seasonal budget in the tropical Atlantic ocean using the regional configuration of an ocean general
circulation model (Camara et al., 2015). Central result of this analysis is that the MLS seasonal
cycle as found to be generally weak as compared to individual physical processes entering in the salt
budget, because of strong compensations between the physical drivers of this variability. Three main
regions could be defined (Fig. 2.7): (i) evaporative regions, located in particular on the equatorward
flanks of the subtropical SSS maxima, where poleward Ekman transport mainly contributes to supply
freshwater originating from ITCZ regions, while vertical diffusion of salt within the mixed layer adds
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Figure 2.7: Summary of the main compensating processes influencing the seasonal variability of the
mixed layer salinity as derived from Camara et al. (2015). Compensation between the effect of:
evaporation and Ekman advection (red color), evaporation and entrainment (red light), precipitation +
runoff and vertical diffusion (magenta), precipitation and vertical diffusion (magenta light), horizontal
advection and vertical diffusion (green). Contours show the annual mean salinity in the mixed layer,
in psu.

on the effect of evaporation to counteract this freshening. All these terms are phase-locked through
the effect of the wind. Each of these individual terms were shown to be quite strong but the resulting
salinity variability is much weaker. (ii) Under the seasonal march of the ITCZ and in coastal areas
affected by river (7◦ S:15◦ N), the upper ocean freshening by precipitations and/or runoff is attenuated
by vertical salinity diffusion. (iii) In the eastern equatorial regions, finally, the seasonal cycle of wind
forced surface currents advect freshwaters which are mixed with subsurface saline water because of the
strong vertical turbulent diffusion. In all these regions, in the model, the vertical diffusion makes an
important contribution to the MLS budget by providing, in general, an upwelling flux of salinity except
poleward of the southern SSS maxima. It is generally due to vertical salinity gradient and mixing due
to wind stress. Furthermore, in the equator where the vertical shear, associated to surface horizontal
currents, is developed, the diffusion depends also on the sheared flow stability. This study reveals a
complex interplay between atmospheric and oceanic salinity flux at seasonal scale, which results in the
lack of a direct relationship between freshwater flux and MLS. A direct relationship between freshwater
forcing and MLS is indeed rather found at longer time scales (inter annual to decadal) (Durack et al.,
2012; Terray et al., 2012; Vinogradova and Ponte, 2013, e.g.). Nevertheless, details in the processes
highlighted in this study would require validation with salinity observations.
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In my view, one of the most important and interesting result of this study is the importance of the
vertical salinity diffusion at the base of the mixed layer in most regions of the tropical Atlantic, in spite
of a generally weak seasonal cycle of the salinity. This result may have important consequences for our
understanding of the transmission of signals within the ocean interior, vertical dynamic inducing strong
flux exchange between the upper and interior ocean. Implications in terms of density and spiciness
injection in the ocean interior is ongoing work.

2.3 The Atlantic Meridional Overturning Circulation

As introduced above, the AMOC is a key component of the global oceanic circulation. Johns and
Baringer (2011) estimates that the AMOC contributes to 90% of ocean meridional heat transport at
26.5◦N. Measuring the AMOC is nevertheless challenging, as it requires observations that cover a com-
plete basin. Thus, historically the observational record has been quite limited and most studies based
on the AMOC variability and impact on the climate are based on models. Fig. 2.8 shows the zonally
averaged oceanic circulation in the Atlantic in 5 simulations performed with different configurations of
the NEMO oceanic model: ORCA2-coupled corresponds to the control simulation of the IPSL-CM5A-
LR climate model, using NEMO on a ORCA2 grid (nominal resolution of 2◦) (Dufresne et al.,
2013); ORCA1-coupled corresponds to the control simulation of the CNRM-CM5 climate model, us-
ing NEMO on a ORCA1-grid (nominal resolution of 1◦) (Voldoire et al., 2012). ORCA2-forced and
ORCA1-forced are oceanic simulations using the ORCA2 and ORCA1 grids respectively using the
same CORE2 forcing protocol (Griffies et al., 2009). ORCA025-forced uses a higher resolution (nom-
inal resolution of 0.25◦) and the DFS4 forcing set (Brodeau et al., 2010). Beyond shallow circulation
cells in the tropics and the subtropics mostly forced by the wind, these figures highlights a northward
flow in the upper layer, sinking at high latitudes, and returning southward at depth as North Atlantic
Deep Water (NADW). This figure also highlights strong differences among models, both in terms of
spatial structure and maximum value and motivates for observational estimates of the AMOC This is
the motivation for the RAPID project, which continuously monitors of the AMOC at 26.5◦N since 2004
(see Cunningham et al. (2007); Kanzow et al. (2007) for early results, and McCarthy et al. (2015) for a
recent review). Analysis of the first 4 years of data by Kanzow et al. (2010) showed that the AMOC at
26.5N had a mean strength of 18.7 Sv. The now 10 years of data have highlighted the intense variability
of the AMOC at all time scales (Cunningham et al., 2007; Kanzow et al., 2010; McCarthy et al., 2012;
Smeed et al., 2014). The seasonal cycle, in particular, was shown to have a peak-to-peak amplitude of
roughly 6.7 Sv. Contrarily to the accepted view based on numerical models (e.g. Böning et al., 2001),
this seasonality is not dominated by the northward Ekman transport variability. Fluctuations of the
geostrophic mid-ocean and Gulf Stream transports are rather significantly larger. Similar conclusions
were reached regarding inter annual timescales (compare McCarthy et al. (2012) and Böning et al.
(2001)), the meridional heat transport (Johns and Baringer, 2011; Msadek et al., 2013) and also in
the southern ocean (e.g. Dong et al., 2011, 2014). These differences between numerical models and
observations suggest that the AMOC and MHT in models may respond to forcing differently than in
the real ocean. It is crucial to evaluate and diagnose what causes these differences in order to improve
numerical models.
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(e) ORCA025-forced
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Figure 3: Interannual mean Atlantic meridional overturning streamfunction (AMOC, Sv) as a

function of latitude and depth, in (a) ORCA2-coupled, (b) ORCA2-forced, (c) ORCA1-coupled,

(d) ORCA1-forced and (e) ORCA025-forced simulation. Red line marks the 26.5�N (RAPID)

section and black contour marks cancelling level of AMOC.
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Figure 2.8: Mean Atlantic meridional overturning streamfunction (AMOC, Sv) as a function of latitude
and depth, in (a) ORCA2-coupled (IPSL-CM5A-LR climate model), (b) ORCA2-forced (CNRM-CM5
climate model), (c) ORCA1-coupled, (d) ORCA1-forced and (e) ORCA025-forced simulation. Red line
marks the 26.5◦N (RAPID) section and black contour marks the zero value of the stream function.
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Figure 5: Seasonal anomaly of (a) AMOC, (b) Ekman, (c) Gulf Stream and (d) UMO with

standard error for RAPID array (black), ORCA2-coupled (blue), ORCA2-forced (light blue),

ORCA1-coupled (purple), ORCA1-forced (red) and ORCA025-forced (green). For UMO, dashed

lines are computations including Antilles current (RAPID and ORCA025-forced), and for WBC,

the solid lines correspond to the transport including both Florida Current and Antilles current,

whereas the dashed lines represent only the Florida current (RAPID and ORCA025-forced) and

the dashed-dotted line represents only the Antilles current (ORCA025-forced).
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Figure 5: Seasonal anomaly of (a) AMOC, (b) Ekman, (c) Gulf Stream and (d) UMO with

standard error for RAPID array (black), ORCA2-coupled (blue), ORCA2-forced (light blue),

ORCA1-coupled (purple), ORCA1-forced (red) and ORCA025-forced (green). AMOC is defined

as the value of meridional overturning streamfunction at 1000m depth, and therefore Gulf Stream

and UMO components are integrated down to 1000m. For UMO, dashed lines are computations

including Antilles current (RAPID and ORCA025-forced), and for Gulf Stream, the solid lines

correspond to the transport including both Florida Current and Antilles current, whereas the

dashed lines represent only the Florida current (RAPID and ORCA025-forced).
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Figure 2.9: Seasonal anomaly of AMOC, with standard error for RAPID array (black), ORCA2-coupled
(blue), ORCA2-forced (light blue), ORCA1-coupled (purple), ORCA1-forced (red) and ORCA025-forced
(green). R. Waldman, pers.com.

The origin of the observed AMOC seasonal variability is furthermore only partly understood. It
is generally linked to the seasonal variability in the wind stress curl along the African coast (Kanzow
et al., 2010; Chidichimo et al., 2010; Sinha et al., 2013) but the most recent data show that a clear
seasonal cycle is not evident in the sixth year of measurements and dramatic changes are apparent
in the AMOC during the winter of 2009/10 (McCarthy et al., 2012) and the following (Blaker et al.,
2014).

Fig. 2.9 show the AMOC seasonal cycle at 26.5◦N, in the five same coupled and forced simula-
tions as above, together with observational estimates from the RAPID reconstruction (in black). As
for the mean AMOC structure, the representation of the AMOC seasonal cycle in oceanic models
show significant differences with what can be inferred from the RAPID data. Biases are due to all
three components of the AMOC as decomposed in the RAPID array: the upper Ekman transport,
the interior geostrophic transport, and transport associated to the western boundary. The latter is
not fully represented in coarse resolution simulations (ORCA2 and ORCA1 here) where the Bermuda
Islands are missing. The channel part of this current (Florida Current) is thus missing and only the
Antilles Current, which generally follows the dynamics of the return western boundary current in the
Sverdrup theory, ensures the full return current. As a result, the dynamics of the western boundary
current is different in coarse resolution models and in observations, and so is its seasonal cycle. The
high resolution model illustrates that the Florida Current an the Antilles Current have very different
dynamics but discrepancy with data remain. The representation of the Ekman transport is of course
directly sensitive to the momentum forcing and it can thus be significantly biased in coupled mode.
The interior geostrophic component finally also shows large discrepancies as compared to data in terms
of vertical and zonal structures.

Lessons from this analysis may be used for early models validation and impacts on atmospheric
and oceanic large scale biases on the AMOC representation. Recently, Mercier et al. (2015) noted
that also at sub polar latitudes, the seasonal cycle of the zonally averaged stream function amounts
about 5 Sv, same order of magnitude as the interannual to decadal variability. Given the relevance of
subpolar variations of the AMOC for climate, better understanding its dynamics and its representation
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in climate models is crucial. The seasonal variability constitutes in my view an interesting framework
for such goal.
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Chapter 3

Internal variability at interannual to
decadal timescales

Climate variations also occur beyond the seasonal and intra-seasonal timescale. Here, I propose to
investigate the variability of sea surface salinity and AMOC on timescales spanning from several months
to several years.

3.1 Sea surface salinity

3.1.1 The stochastic modelling framework

Let us consider a slab mixed-layer model where the temperature T , the salinity S, and the horizontal
current u are constant within a mixed layer of depth h. The vertically integrated temperature and
salinity equations can be written

h
dT

dt
+ (T − T−)Γ(we)we − κh∇2T − Q

ρCp
= 0 (3.1)

and
h
dS

dt
+ (S − S−)Γ(we)we − κh∇2S − S(E − P ) = 0 (3.2)

where Γ is the Heaviside function, we the entrainement velocity, κ the horizontal mixing coefficient,
Q the surface heat flux (positive downward), E the evaporation, and P the precipitation rate. ρ is
the water density and Cp its specific heat. The fluxes at the mixed layer base have been neglected for
simplicity, although Camara et al. (2015) have shown their importance for the salinity in the tropical
Atlantic for example at seasonal timescales. If the mixed layer is deepening, there is entrainement of
water from below the mixed layer (denoted by the minus index), whereas if it is shoaling, there is
detrainement and fluid is left behind without changing the SST or the SSS.

Each field can be decomposed into a seasonally varying mean (denoted by an overline) and an
anomaly (denoted by a prime). To a good approximation, the equation for large-scale SST anomalies
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can be written (Frankignoul, 1985)

dT ′

dt
≈ (U ′E + U ′G).∇(T + T ′)

h
− h′

h
∂tT −

(Γ(we)we(T − T−))′

h
+

Q′

ρCph
+ κ∇2T ′ (3.3)

Similarly, the SSS anomaly equation is

dS′

dt
≈ (U ′E + U ′G).∇(S + S′)

h
− h′

h
∂tS −

(Γ(we)we(S − S−))′

h
+
S(E′ − P ′)

h
+ κ∇2S′ (3.4)

Here d/dt = ∂t +u.∇ is the time derivative following the mean current and the transport in the mixed
layer (hereafter noted U) has been decomposed into an Ekman component UE and a geostrophic one
UG, with the former obeying

UE =
τ ∧ n
ρf

(3.5)

where τ is the surface wind stress, f the coriolis parameter, and n the vertical unit vector.
At extratropical latitudes, the atmospheric forcing is dominated by the day-to-day changes in the

weather and has a primarily white spectrum at low frequencies. Because of its small mechanical inertia,
the oceanic mixed layer responds rapidly and h′ also has a white spectrum at low frequencies (Alexander
and Penland, 1996). Except for the geostrophic contribution, the forcing terms in (3.3) and (3.4) are
thus well-represented by white noise on monthly and longer time scales. They create growing anomalies
whose amplitude is limited by dissipation and feedback processes (Hasselmann, 1976; Frankignoul
and Hasselmann, 1977). For small anomalies, the latter are well represented by linearising the (in
part hidden) T ′ or S′ dependence of the right-hand side of (3.3) and (3.4), respectively. Neglecting
geostrophic variability, the equations can then be written

dT ′

dt
= F ′T − λTT ′ (3.6)

and
dS′

dt
= F ′S − λSS′ (3.7)

where F ′ represents the stochastic forcing terms (the part that is solely controlled by the intrinsic
dynamics of the atmosphere), λ a scale-dependent feedback factor (positive when the feedback is
negative), and the T and S indices denote temperature and salinity, respectively.
In regions of small mean current, however, one has d

dt ≈ ∂t and, if the seasonal modulation is neglected,
(3.6) and (3.7) represent first order Markov processes with frequency spectrum and auto-covariance
function respectively given by

FXX(ω) =
FFXFX

(0)

ω2 + λ2
X

(3.8)

RXX(τ) =
π

λX
FFXFX

(0)e−λX |τ | (3.9)

where X holds for T ′ or S′ and FFXFX
(0) is the white noise level of the forcing. This expression clearly

shows that λ−1 represents the decay time of X.
Away from strong currents, observed SST and SSS anomalies are well represented by (3.8) and (3.9)
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Figure 3.1: Power spectrum (estimated with the multi-taper method) of SSS and SST anomalies at
37◦N-32◦W (western subtropical North Atlantic) in the ECHAM4/OPA8 coupled model. The error bar
gives the 95% confidence interval. The smooth curve represents the fit by the red noise spectrum in Eq.
(3.8). Figure from Mignot and Frankignoul (2003)

(Frankignoul, 1985; Hall and Manabe, 1997). This also holds in coupled models at most grid points,
as illustrated in Fig. 3.1. The characteristic time scale of the SSS anomalies is longer because the
surface heat flux damps existing SST anomalies, but not SSS anomalies. This is also reflected in the
cross-correlation functions between the freshwater flux and SSS anomalies: There is thus no correlation
between the two variables when SSS leads by a month or more; the correlation is large at zero lag
because of the small atmospheric persistence and the use of monthly averages, and it slowly decays
when the ocean lags by more than one month. This differs from the cross-correlation between SST
and heat flux anomalies is negative when SST leads, reflecting the negative heat flux feedback. Fig.
3.2 shows that in a typical climate simulation using a coarse resolution coupled model of the CMIP3
generation (Bergen Climate Model Furevik et al. 2003) typical values for λ−1

S are 4-8 months in the
westerlies and 8-15 months in the subtropics. For comparison, the SST anomaly persistence is typically
2 months, with smaller values off Africa and near the equator, and a 5 month peak in the western part
of the subtropical gyre. Frankignoul et al. (2002) have shown that in regions of small currents,
the difference in SSS and SST anomaly persistence can give a reasonable estimate of the strength of
the heat flux feedback.This longer persistence of SSS anomalies in the ocean has implications for its
dynamics which are described below.

3.1.2 Sea surface salinity response to the atmospheric variability

Atmospheric variability is the major source of variability at inter annual timescale at the ocean surface.
Anomalous Ekman advection is found to be as important as the freshwater flux in generating SSS
anomalies, in contrast to sea surface temperature (SST) anomalies which are primarily caused by
surface heat flux fluctuations. Anomalous Ekman advection also primarily controls the response of SSS
anomalies to the dominant patterns of atmospheric variability, at least in the North Atlantic sector: Fig.
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Figure 3.2: Local SSS anomaly persistence (in months) in the Bergen climate model (BCM), computed
from the decreasing time of the SSS autocorrelation function at each grid point. Figure from Mignot
and Frankignoul (2004)

3.3 shows that in a simulation performed with the ECHAM4/OPA8 climate model, the North Atlantic
Oscillation, leading mode of atmospheric variability in the Atlantic sector at inter annual timescale,
and particularly prominent in winter, generates SSS anomalies much more by Ekman advection than
by freshwater exchanges. Similar results were found in the Bergen Climate Model (BCM, Mignot
and Frankignoul 2004) This differs again from SST anomalies, which are more much more directly
forced by anomalous atmospheric fluxes. The reason for this difference may lie in the sharper SSS
gradients as compared to SST gradients, which are damped by atmospheric feedback. As geostrophic
currents mostly vary at low frequency, anomalous geostrophic advection becomes comparable to or
dominates the direct atmospheric forcing over most of the basin at periods larger than about 2 years.
Again anomalous geostrophic currents have a efficient effect on salinity variability because of the
longer characteristic timescales of salinity anomalies. This results confirm in state-of-the-art general
circulation climate models Spall (1993) and Hall and Manabe (1997) earlier conceptual studies.

Once created, salinity anomalies persist for a longer time and may be advected by mean currents
quite efficiently. We have highlighted advective pathways in the subpolar North Atlantic in the BCM
simulation using lagrangian tracers released off Newfoundland, where sea surface salinity variability was
found to be particularly high (Mignot and Frankignoul, 2004). But Such propagations around the
sub polar gyre have been identified in the past, in particular related to the Great Salinity anomalies
(GSA) (Belkin et al., 1998; Belkin, 2004; Sundby and Drinkwater, 2007). For instance, a salinity
anomaly was first identified in the Nordic Seas in 1968, and then detected in the Labrador Sea around
1971. This anomaly was monitored along its propagation within the subpolar gyre during the following
7 years, and it reached the eastern part of the Nordic Seas in 1978 (Belkin et al., 1998). Analysing
a 115 year long record of sea surface temperature and salinity in the North Atlantic supbolar gyre
area, Reverdin (2010) also identified a clear influence of advection on salinity records in the sub polar
gyre. His findings also confirmed the longer autocorrelation of salinity time series as compared to
temperature. He also found that inter annual salinity variations are significantly (at the 95% level)
negatively correlated with the NAO when the NAO leads by 2-3 years, while this is not the case
anymore for temperature. Note that advective pathways originating in the tropics have also been
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Figure 3.3: Top: projection of SSS (left) on the PC of the model NAO one month earlier (right)
in a control simulation of the ECHAM4/OPA8 climate model. Bottom panels: in-phase projection
of various forcing terms on the NAO for the coupled model (left) and NCEP reanalysis (Kalnay and
Others, 1996) (right). From Mignot and Frankignoul (2003).
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one month, consistent with the stochastic model (the
in-phase patterns are similar but weaker). None of
the projection in Fig. 11 (right) closely resembles an
EOF of sea level pressure. This contrasts with the one-
to-one correspondence found for SST anomalies (not
shown). Presumably, the lack of a dominant SSS
anomaly pattern results from their longer time scale, the
diversity of their forcing mechanisms, and the large in-
fluence of advection.

The relation between SSS variability and the NAO
was nonetheless investigated in the model by regressing
the SSS anomaly onto the PC of the SLP corresponding
to the NAO (Fig. 12 top right), again with the NAO
leading by one month. The SSS pattern (Fig. 12 top left)
shows some resemblance with the North Atlantic SST
anomaly tripole that is also forced by the NAO (Cayan
1992b) but with smaller scales in the north. However, this
is a region with very large SSS gradients that are affected
by the limited resolution of the model and its drift and it
may not be realistic. The freshwater flux associated with
the NAO (second panel from top) is a quadripole that is
similar in the model (left) and in NCEP (right). A high
NAO index is associated with negative freshwater
anomalies in the northeastern Atlantic and in the western
part of the basin, and positive ones in the Labrador Sea
and in the central and eastern subtropical Atlantic,

consistent with Bojariu and Reverdin’s (2002) analysis
for winter. Figure 12 (third panel from top) shows that
the NAO-induced anomalous Ekman advection of salt
(based on r!SS only to allow comparison with NCEP)
leads to a strong freshening south of 25!N and north of
45!N (except in the Labrador sea) and to a salinity in-
crease in the subtropics, consistent with the climatolog-
ical SSS gradient. Over most of the basin, the anomalous
Ekman advection of salt strongly dominates the fresh-
water flux (bottom panels), which contrasts with the grid
points results in Fig. 6 where the two terms were broadly
comparable. It is likely that the NAO also influences the
SSS via changes in the geostrophic advection. Unfortu-
nately, the data proved too short and too noisy for the
effect to be successfully quantified.

6 Summary

Some of the mechanisms of the interannual SSS vari-
ability have been investigated in a simulation with the
ECHAM4/OPA8 coupled model and, when possible, by
using observations. A simple mixed layer model forced
by random, short-time scale atmospheric fluctuations
can generally be applied to SSS anomalies. In both the
model and the observations, the anomalous Ekman

Fig. 10 Top left: ratio between
the standard deviation of the
anomalous geostrophic
advection of salt and the mean
advection of SSS anomalies and
that of the sum of freshwater
flux and anomalous Ekman
advection of salt in the coupled
model. Frequencies higher than
2 cycles/year have been filtered
out. Top right: as left but for
SST. Bottom: ratio between the
top left and top right panels

562 Mignot and Frankignoul: On the interannual variability of surface salinity in the Atlantic

Figure 3.4: Top left: ratio between the standard deviation of the sum of anomalous geostrophic advection
of salt and the mean advection of SSS anomalies and that of the sum of freshwater flux and anoma-
lous Ekman advection of salt in the ECHAM4/OPA8 control simulation (Mignot and Frankignoul,
2003). Frequencies higher than 2 cycles/year have been filtered out. Top right: as left but for SST.
Bottom: ratio between the top left and top right panels.

identified (Mignot and Frankignoul, 2004, 2005). Fig. 3.4 proposes a last illustration of the
stronger importance of geotropic anomalous advection as well as advection by the mean currents for
SS than for SST: except along the Gulf Stream and the North Atlantic current, the relative importance
of advection at low frequencies is smaller for the SST anomalies, the ratio typically ranging between 2
and 4 in the subtropics and the eastern North Atlantic.

3.1.3 Salinity pathways towards the high latitudes and water mass transforma-
tions

The previous results have important potential climatic consequences as salinity anomalies may thus be
advected over large distances. Sea surface salinity anomalies created in the tropical Atlantic can thereby
be advected all along the high latitudes, as has been identified in several climate models (Mignot and
Frankignoul, 2004, 2005; Goelzer et al., 2006). More specifically, they first propagate along the
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the tropics after 5 years (Fig. 5). This is thus the min-
imal time needed for an anomaly created in the trop-
ical region to reach the deep water formation and
constitutes a lower limit for the timescale of the re-
sponse of the large scale overturning to the tropical
forcing. Note that unlike Lagrangian tracers, Eulerian
tracers are influenced not only by advection but also by
small scale processes such as mixing and diffusion, so
that they give an indication on the propagation time-

scale of salinity anomalies in the model. Yet, the cor-
respondence of grey shadings on Fig. 4 with the
Lagrangian trajectories suggest that advection is the
primary transport mechanism for freshwater anomalies
from the tropics to high latitudes.

3.3 Long-term response

We now compare the amplitude of the long-term re-
sponse of the AMOC (M0

1000, year 1000 in Fig. 3) for
the different constant forcing scenarios to the ampli-
tude of the short-term response after 30 years (M0

30).
Figure 6 shows the values of M0

30 (left) and M0
1000

(right) as a function of the forcing amplitude F. The
short-term response M0

30 shows the results discussed
above for the transient case: for both forcing regions,
the overturning M0

30 decreases with increasing F, as
additional freshwater reduces the deep water forma-
tion in the North Atlantic. A higher sensitivity of the
AMOC to the CS forcing is visible as a steeper slope of
M0(FCS) (green crosses) compared to the TA case
(blue crosses).

Differences in sensitivity of the AMOC to the two
forcing regions, decrease toward the equilibrium. The
long-term response M0

1000 (Fig. 6, right) decreases with
increase in F for both forcing regions. For F < 0.2 Sv,
the sensitivity of M0

1000 to freshwater forcing increases
with increase in F, evident in a steepening slope of
M0

1000 toward higher values of F. This non-linear
dependence can be understood by the salt advection
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Fig. 4 Particle trajectories
after 20 years of control
integration in CLIMBER-3a
(top, left and right) and in the
Bergen Climate Model
(bottom). The color code
represents the trajectory
depth in meters. The
particles, released in the
surface at the Caribbean Sea,
circulate in the subtropical
gyre and subduct to deeper
levels before crossing the
Atlantic and eventually
reaching the North Atlantic
deep water formation regions.
The concentration of
Eulerian tracers after
20 years is displayed in the
two upper panels (grey shade,
arbitrary units). The lower
panel is a slightly modified
version of Fig. 21 in Mignot
and Frankignoul (2005)

Fig. 5 Passive Eulerian tracer content north of 60!N in the
control run. After about 5 years, the tracer content notedly rises
and exceeds 5% of the amount added every month in the tropics
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Figure 3.5: Particle trajectories after 20 years of control integration in CLIMBER-3α (Goelzer et al.,
2006)(top) and in the Bergen Climate Model (Mignot and Frankignoul, 2005)(bottom). The color
code represented the trajectory depth in meters. The grey shading in the upper panel illustrated the
concentration of Eulerian tracers after 20 years in the CLIMBER-3α simulation.

subtropical gyre, where they subduct. In the ocean interior, part of the anomaly is advected along the
North Atlantic current, eventually reaching the Irminger and Labrador Seas after about 20 to 30 years
in the BCM (Mignot and Frankignoul, 2005) and in the coarser resolution model of intermediate
complexity CLIMBER-3α model (Goelzer et al., 2006) (Fig. 3.5). Once in the high latitudes, the
salinity anomalies may influence the stability of the water column and thus convection and the AMOC.

Another view of this propagation of tropical Atlantic anomalies towards the northern North Atlantic
is proposed in Fig. 3.6. In this study performed with the IPSL-CM4-v2 climate model (Marti et al.,
2010), a constant and uniform negative freshwater flux of 0.4 Sv was applied between 15◦N and 15◦N
during 50 years in a six-members ensemble. The initial perturbation does not reach below the mixed
layer, as seen on the σ = 27kg.m−3 isopycnal, which is located at 100 to 300m depth equatorward
of 30◦N (Fig. 3.6a). Panels b and c show that by the sixth year, the salinity anomaly has began to
penetrate in the ocean interior, which is primarily ventilated from the area of maximum salinity, where
the isopycnal outcrops (e.g. Laurian et al., 2006). The northern subtropics are thus ventilated from
the North, after the anomaly has propagated near surface1. After about 10 years, after circulating in
the subtropical gyre, the anomalies return to the western boundary in an area of deep winter mixed
layer, as illustrated for σ = 27.4kg/m3 (500 to 700m depth between 35◦N and 55◦N) in panels d-f.

1Note that because of an anomalous freshwater tongue coming from the Labrador Sea, the isopycnal σ = 27kg/m3

outcrops south of Newfoundland in the model (grey areas). This is not realistic but does not drastically affect the results.
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Figure 3.6: Anomalous salinity (in psu) at different time (indicated in years in each panel) after the
beginning of a salinity perturbation imposed continuously in the tropical Atlantic in the IPSL-CM4-
v2 climate model (Mignot and Frankignoul, 2010). Anomalies are displayed on three isopycnals
(indicated in kg.m−3). The black thick contours hows the areas of deep convection in the control run.
To account for the intermittent character of deep convection, it was defined by a criterion on mixed
layer depth variability, namely where the standard deviation of mixed layer in March exceeds 350m.
The grey shading indicates regions of the isopycnal outcrop.

This allows the anomalies to reach deeper isopycnals, and follow their route northward toward the deep
convection region. They reach the latter after about 20 years. The increase of density associated to
these anomalies favours deep water formation, as can be seen from a deepening of mixed layer depths
(not shown). Finally, panels g-i illustrate the propagation of anomalous salinity on the isopycnal
σ = 27.8kg/m3. This isopycnal is found around 700m at high latitude and below 1000m in the Tropics
and subtropics. It is thus too deep to be ventilated in the subtropical gyre and the mixing region off
Newfoundland. As a result, the isopycnal is hardly perturbed by salinity during the first two decades
of forcing (panel g). Anomalous salinity appears on this layer from the high northern latitudes around
year 25, corresponding to water masses that sank during deep convection. Then, they progressively
invade the Atlantic basin via the deep southward western boundary current (panel h-i).

At the time of this work, this description was based on much more detailed dedicated works based
on data climatologies (e.g. Qiu and Huang, 1995) and high resolution ocean models (e.g. Laurian et al.,
2006, 2009). We emphasise that since then, the recent ARGO data set has allowed a comprehensive
description of the subduction and ventilation mechanisms at the center of the gyre Kolodziejczyk et al.
(2014); Qu et al. (2016) and advances were also gained from high level model computations (Qu et al.,
2013).

On their way northward, subtropical water masses carried by the North Atlantic Current are
furthermore transformed into subpolar mode water, which is the dominant water mass above the
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permanent pycnocline in the eastern subpolar region, by heat loss and freshwater input from the
atmosphere. The water mass transformation is also an important step of the salinity anomalies travel
from the subtropics to the high latitudes. Several processes may lead to WMT, including mixing,
entrainment of denser water into the mixed layer and diapycnal mixing, but WMT at high northern
latitudes is dominated by air-sea exchanges (Nurser et al., 1999). Walin (1982) thereafter proposed a
diagnostic based on buoyancy forcing. Comparison of three 500-yrs long control climate simulations
(Fig. 3.7) illustrates that the thermal contribution dominates the WMT in the eastern subpolar region
in all three models, both in terms of mean state and variability. Hence densification of the northward
flowing water occurs in this part of the basin (Langehaug et al., 2012)

As can be seen from this paragraph, all of my studies on this topic were based on model data.
Indeed, until recently, very few data were available at the basin scale for analysis of the salinity inter
annual variability (Reverdin et al., 1997, 2007; Reverdin, 2010). Recently, several novel data sets
may allow much more in depth analysis of the upper ocean salinity from observations: Soil Moisture
and Ocean Salinity (SMOS) satellite mission launched in 2009 provides microwave measurements of
two-dimensional salinity fields of the surface ocean at a less than 100 km resolution (e.g. Font et al.,
2013), unmatched by existing in situ networks. Promising signals have already been detected in
different tropical oceanic basins (Durand et al., 2013; Hasson et al., 2014; Hernandez et al., 2014;
Kolodziejczyk et al., 2015). Although promising, this data set is still rather short (Tzortzi et al.,
2013) and until now, much focus has been put at investigating mesoscale structures revealed by SMOS
in areas of high thermohaline contrasts such as the Gulf Stream region (Reul et al., 2014) or the
Amazon plume (Grodsky et al., 2014). Recent studies promisingly suggest that interannual variability
is robust represented in SMOS salinity measurements (Boutin et al., 2016). Compilation of ARGO
floats bat CORIOLIS (Gaillard et al., 2009) is also promising, in particular as it also includes subsurface
information (e.g. Kolodziejczyk et al., 2014). In the near future, I would like to focus more on this
type of data. Reanalysed salinity data sets are yet still largely divergent (Shi et al., 2015), including
in terms of sea surface data as illustrated in (Mignot et al., 2015).

3.1.4 Implications for longer term variability

Two major implications can be deduced from sea surface salinity properties described in details above.
Firstly, since it can integrate fluxes over time, sea surface salinity may record surface hydrology and
its response to global climate. Several studies have thereby shown there are trends in ocean salinity
consistent with surface warming, an amplification of the hydrological cycle, and model-estimated evap-
oration and precipitation fields (Boyer et al., 2005; Hosoda et al., 2009; Durack and Wijffels, 2010;
Helm et al., 2010; Durack et al., 2012). For example, using a finger-print-based detection and attribu-
tion analysis of the CMIP5 models, Pierce et al. (2012) found that recent upper ocean salinity changes
are inconsistent with the effects of natural climate variability while it is rather consistent with changes
expected due to human forcing of the climate system. The linear trend of SSS in the subtropical North
Atlantic has been linked to the recent amplification of hydrological cycle (e.g. Held et al., 2006) and
the global warming effect on the Earth’s freshwater cycle (e.g. Durack and Wijffels, 2010).

For these reasons, large scale variations of the salinity at decadal timescales are particularly scru-
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Figure 10. (left) Mean thermal (FT) and (right) haline (FS) contribution to the density flux into the ocean
over 500 years for the three models, given in 10!6 kg m!2 s!1. Positive values indicate densification.
Model names are indicated in the upper left corner of the figures. Note the different scales on the color
bars between FT and FS, and that ice melting/freezing is not taken into account in the FS for MPI-M
ESM. One standard deviation of the interannual variability of FT and FS are shown by black contours with
intervals of 0.5. The red solid (dashed) lines indicate maximum (minimum) sea ice extent in September.
The lines are drawn where the sea ice percentage is zero. Likewise for the gray lines, but for March.
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Figure 3.7: (left) Mean thermal (FT) and (right) haline (FS) contribution to the density flux into
the ocean over 500 years for the three climate models (names indicated on the figures), given in
106kg.m−2.s−1. Positive values indicate densification. Model names are indicated in the upper left
corner of the figures. Note the different scales on the color bars between FT and FS, and that ice
melting/freezing is not taken into account in the FS for MPI-M ESM. One standard deviation of the
interannual variability of FT and FS are shown by black contours with intervals of 0.5. The red solid
(dashed) lines indicate maximum (minimum) sea ice extent in September. The lines are drawn where
the sea ice percentage is zero. Likewise for the gray lines, but for March. See Langehaug et al.
(2012) for details.
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tinised. During the first half of the twentieth century, a large-scale decline of salinity in the high
latitude North Atlantic Ocean was observed (Dickson et al., 1988, 2002; Curry et al., 2003; Curry
and Mauritzen, 2005; Peterson et al., 2006)). Yet, from the 1990s onward, these tendencies tended to
reverse Hakkinen and Rhines (2004); Yashayaev (2007). A difficulty in identifying long-term signals
using only data from the last few decades is that trends are aliased by large-scale modes of decadal
and multi-decadal variability (Stott et al., 2008; Terray et al., 2012; Skliris et al., 2014).

Secondly, sea surface salinity anomalies can play an active role on the oceanic circulation as they
persist longer and may thus potentially be transported by the oceanic circulation, and in turn influ-
ence it. In the Bergen climate model, such mechanism has been shown to explain an influence of the
tropical Pacific on the AMOC with a time lag of about 40 yr, via the anomalous precipitation in the
tropical Atlantic associated with ENSO events (Mignot and Frankignoul, 2005). In most coupled
models, decadal to multi-decadal AMOC fluctuations indeed involve salinity changes in the regions of
dense water formation (see section 3.2.2). In these simulations, salinity exerts a direct influence on
ocean circulation: positive salinity anomalies increase density in subpolar gyre interior, intensify deep
convection, and enhance the AMOC (while negative salinity anomalies exert analogous anomalies of
opposite sign). Models nevertheless differ in how these salinity anomalies are built (see e.g. Menary
et al., 2015, for a review), and the effective link between salinity and the oceanic circulation has been
suggested to depend on timescales (Deshayes et al., 2014). I describe below my view of AMOC variabil-
ity (section 3.2) and the sensitivity of the AMOC to externally-induced anomalous freshwater fluxes
will be discussed in section 4.2.

3.2 Ocean circulation variability in the subpolar North Atlantic

3.2.1 The atmospheric dynamical forcing

Through its influence on the deep convection, the atmosphere in general, and the NAO in particular
may induce AMOC variability at inter annual to decadal timescales, as shown in coupled (Timmer-
mann et al., 1998; Delworth and Greatbatch, 2000; Eden and Willebrand, 2001; Born and Mignot,
2012) and forced models (Gulev et al., 2003; Böning et al., 2006). These modes of variability will
be discussed further down. Firstly, let’s discuss the direct effect of the atmosphere variability on the
AMOC through wind forcing and thus momentum input into the ocean. Fig. 3.8 (left) illustrates
for example that the monthly AMOC anomaly that covaries with the NAO is very significant and is
essentially due to Ekman pumping. During a positive NAO phase, the Ekman pumping is anomalously
negative between 32◦ and 55◦N as a consequence of the convergence of the Ekman currents due to the
intensification of the westerlies and the trade winds, and anomalously positive elsewhere. The hori-
zontal circulation is maximum at the surface and almost constant beneath the mixed layer, suggesting
a barotropic response to the wind forcing, as in Eden and Willebrand (2001). The barotropic response
persists little, about 1 month at extratropical latitudes and up to 4 months in the subtropics, with
a weak southward propagation (not shown). When the AMOC follows the NAO by 1 yr (middle),
the AMOC response is composed of two cells that are almost opposite to the ones in phase. A large
positive cell that is weak at the surface and maximum between 1000 and 2000 m is centered at 50◦N
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ward along the equator (Fig. 12). In the North Atlantic,
however, the SLP signal is 2.5 times too strong in the
BCM, and the observed southwest–northeast pattern is
replaced by a dipole that has some similarity with a
negative phase of the NAO, except that it is shifted
northward and strongly dominated by the southern
pole. The too-strong impact of ENSO on the North
Atlantic is a known deficiency of the ARPEGE atmo-
spheric model (Cassou and Terray 2001). It results in an
unrealistic in-phase anticorrelation (r ! "0.35) be-
tween the NAO and ENSO indices that makes it harder
to distinguish between NAO and ENSO influences on
the northern North Atlantic, as discussed below. On the
other hand, the ENSO signal is fairly well reproduced

in the tropical and subtropical Atlantic, and the ENSO-
induced anomalous precipitation pattern is significant
and realistic, as shown in Fig. 13 by a comparison with
the NCEP–NCAR reanalysis (for clarity, we did not
indicate statistical significance). During the late rainy
season in the Caribbean Sea (August–November; Fig.

FIG. 9. Same as Fig. 8, but for annual means and various lags (in years). NAO leads at positive lags. The
contour interval is 0.2 Sv.

FIG. 10. Cross correlation between the NAO time series and the
MOI, in annual means (solid line) and after low-pass filtering
(dashed line). The dark (light) area delimits the 10% significant
domain for the annual (decadal) data.

FIG. 11. (top) Same as in bottom of Fig. 2, but for the ENSO
time series. (bottom) Normalized ENSO time series of annual
mean.
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Figure 3.8: (top left) In-phase regression of the zonal mean Ekman pumping anomalies on the nor-
malised time series of annual NAO anomalies in a control simulation of the Bergen Climate Model
(Mignot and Frankignoul, 2005). Note that the Ekman pumping is not defined near the equator.
(bottom left) Same for the AMOC annual anomalies. The contour interval is 0.2 Sv. Light (dark)
shaded areas are negative (positive) and significant at the 10% level. (bottom middle and left) Same
with a lag (in years), the NAO leads for positive lags.

and persists up to lag 3. A weak negative cell is located farther south around 20◦N, with a maximum
near 500m, but significance is lost by lag 2. This pattern resembles the baroclinic response to the NAO
winds found by Eden and Willebrand (2001), except that it only appears after 3 yr in their model.
Note that the associated horizontal currents (not shown) resemble the gyre variability discussed by
(Curry and McCartney, 2001; Marshall et al., 2001). No significant signal is found when the AMOC
leads.

Similar AMOC adjustment is expected after any pattern of overlying atmosphere variability, simply
through an imprint of momentum into the system. We have for example also investigated the links
between the atmospheric southern annular mode (SAM), the Southern Ocean, and the Atlantic merid-
ional overturning circulation (AMOC) at interannual to multidecadal time scales in a 500-yr control
integration of the IPSL-CM4 climate model (Marini et al., 2011). In phase with a positive SAM,
the global meridional overturning circulation is modified in the Southern Hemisphere, reflecting again
the local forced barotropic response. Yet, this fast-developing anomalous circulation is significant but
not relevant in terms of anomalous heat transport and long-term climatic effects. Decadal modes of
variability, where the ocean integrates the stochastic atmospheric forcing, are more relevant for climatic
studies and one aspect will be described below (section 3.2.4).
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3.2.2 AMOC and deep convection

The deep and bottom water masses in the North Atlantic are mainly formed in the Greenland-Iceland-
Norwegian (GIN) Sea, the Labrador Sea, and the Irminger Sea: deep convection in the northern North
Atlantic has been observed in the center of the Labrador Sea (Clarke and Gascard, 1983; Pickart et al.,
2002), in the Irminger Sea (Bacon et al., 2003; Pickart et al., 2003b) and in the Nordic Seas (Schott
et al., 1993). In the IPSL family models, with which I worked quite intensively, the cold model bias
leads to an excess of sea ice cover in the Labrador Sea in winter and thus a lack of deep convection there
(Marti et al., 2010; Dufresne et al., 2013). This has often been attributed to a low resolution
of the oceanic model. Yet, in the Bergen Climate Model which I used earlier on (Mignot and
Frankignoul, 2004), deep convection in the Labrador Sea does occur in spite of a nominal resolution
of 2.4◦ (Furevik et al., 2003), very similar to what is used in IPSLCM4 and IPSLCM5 model versions.
Furthermore, forced versions of the NEMO ocean model using the same horizontal resolution as in
the two coupled model do show a realistic distribution of maximum mixed layer depth (Griffies et al.,
2009). In the IPSLCM4 model, this bias has been attributed to a cold and fresh bias in the North
Atlantic, due to an excess of precipitation on evaporation over the North Atlantic (Swingedouw et al.,
2006) and a poleward shift of the atmospheric jet streams (Marti et al., 2010).

The relative influence of sea surface temperature and salinity on the sea surface density anomalies in
the deep convection areas in also subject to large uncertainties. Several models, in particular the IPSL
family, show that anomalous mixing is triggered by sea surface salinity anomalies (e.g. Escudier et al.,
2013). Yet, temperature generally dominates when density is averaged over the whole convection site
or the subpolar gyre (Born and Mignot, 2012). Furthermore, the impact of salinity is likely to be
timescale dependent (Deshayes et al., 2013).

In all climate simulations, deep convection is in fine primarily forced by atmospheric patterns that
induce anomalous cooling and salting over the area. The impact of the North Atlantic Oscillation on
deep convection is illustrated in Fig. 3.9 for the Bergen Climate model. It shows that in this model,
a positive phase of the NAO enhances deep convection in the Labrador Sea but it reduces it in the
GIN Seas and vice versa, consistently with observations (Dickson et al., 1996). Deep convection in
the Irminger Sea might also occur during positive NAO phases in the observations (Pickart et al.,
2003a) but in it is to the case in this model, presumably because of the limited spatial resolution.
In IPSL-CM4, Msadek and Frankignoul (2008) have shown that it is rather changes in the East
Atlantic Pattern (EAP), the second mode of atmospheric variability in the North Atlantic region,
which induce anomalous advection of salinity due to changes in the subpolar gyre south of Iceland.
The North Atlantic Oscillation is the dominant mode, but it plays a secondary role on deep convection
fluctuations. In IPSL-CM5A-LR, the NAO is also not the primary driver of deep convection anomalies,
which are rather forced by anomalous northerly winds along the eastern coast of Greenland (Escudier
et al., 2013).

In climate models, the maximum value of the AMOC and its interannual variations is generally
closely related to deep convection (HadCM3 Hawkins and Sutton (2007), CCSM3 Danabasoglu (2008);
Kwon and Frankignoul (2014), GFDL-CM2.1 Zhang et al. (2011), ECHO-G Ortega et al. (2011b),
IPSL-CM5A-LR Escudier et al. (2013), CNRM-CM5 (Thomas et al., 2015)). An acceleration of the

39



Internal variability

served (e.g., Clarke and Gascard 1983; Schott et al.
1993), reaching about a 2000- and 1500-m depth, re-
spectively (Marshall and Schott 1999). In the model,
deep convection is also found at these locations, but it
is too shallow by about 400 m.

Dickson et al. (1996) showed in the observations that
a positive phase of the NAO enhances deep convection
in the Labrador Sea but reduces it in the GIN Seas, and
vice versa. In the BCM simulation, the atmospheric pat-
terns associated with deep convection in the two areas
are indeed very similar to the NAO (see Bentsen et al.
2004, their Fig. 9), and the winter mixed layer depth is
well correlated with the NAO time series (Fig. 5). The
NAO index is defined here as the time series of the
leading empirical function of the sea level pressure
(SLP) over the North Atlantic sector, which compares
well with the observations (Furevik et al. 2003). It typi-
cally varies on time scales of a few weeks, as in the
observations (Feldstein 2000), and has only a little
month-to-month persistence and none from one year to
the next in the model. Monthly anomalies indicate that
the NAO leads enhanced (weakened) deep convection
in the Labrador (GIN) Sea by 1 month (not shown).

Deep convection in the Irminger Sea might also oc-
cur during positive NAO phases in the observations
(Pickart et al. 2003a). In the model, however, it is only
weakly related to the NAO (Fig. 5), presumably be-
cause of the limited spatial resolution. Instead it seems
to respond to a complex series of atmospheric condi-
tions in the North Atlantic, starting on the average 3 yr
prior to a deep convection maximum (Fig. 6). The
anomalous SLP pattern first resembles a negative NAO
phase (lag !3), but it then mostly reduces to a low
pressure monopole centered west (lag !2) and then
east (lag !1) of Iceland. As shown by the arrows in Fig.
6, the cyclonic circulation induces significant anoma-
lous cold northerly winds and evaporation over the
Irminger Sea (see also Bentsen et al. 2004). The surface
waters become colder and saltier, and they sink when
dense enough. As opposed to the Labrador and GIN
Seas where deep convection is forced by short-term
changes in a standing atmospheric pattern (the NAO),
the Irminger Sea deep convection is thus forced by a
long-term succession of atmospheric patterns. It is in-
teresting to note that in the GFDL coupled model,
anomalously cold SSTs in the Irminger Sea are also
associated with surface pressure and northerly wind
anomalies that have their largest amplitude approxi-
mately 2 yr before (Delworth et al. 1997). In both mod-
els, the northerly winds increase the East Greenland
current by lag !1, but SSS anomalies are advected from
the Arctic in the GFDL model while no evidence of an
advective mechanism is found in the BCM, where den-

sity anomalies are mostly created by the local atmo-
spheric fluxes, as described above.

The strength of the cross correlations between the
oceanic surface characteristics in the deep convection
areas and the MOI shown in Fig. 7 indicates that in the
BCM simulation, the AMOC is most sensitive to deep
convection in the Irminger Sea, where an anomalously
deep, dense, salty, and cold mixed layer leads the MOI
by about 5 yr. The correlations between the MOI and
the deep convection parameters in the Labrador and
GIN Seas are much weaker, suggesting that they play a
lesser role. Bentsen et al. (2004) have shown that the
high-latitude AMOC anomalies propagate southward
in the Atlantic basin as a coastally trapped wave, as in

FIG. 5. (top) Cross correlation between the annual NAO time
series and the mixed layer depth averaged over the areas of deep
convection during the winter season (Jan–Apr). The NAO leads
at positive lags. The thin line refers to the Labrador Sea, the
dashed line to the Irminger Sea, and the thick line to the GIN
Seas. The gray area limits the 10% significant domain. (bottom)
Regression of the annual mixed layer depth on the normalized
annual NAO time series. The contour interval is 10 m. The con-
tours and shadings are as in Fig. 3.
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Figure 3.9: (top) Cross correlation between the annual NAO time series and the mixed layer depth
averaged over the areas of deep convection during the winter season (Jan-Apr) in the Bergen Climate
Model. The NAO leads at positive lags. The thin line refers to the Labrador Sea, the dashed line to
the Irminger Sea, and the thick line to the GIN Seas. The gray area limits the 10% significant domain.
(bottom) Regression of the annual mixed layer depth on the normalised annual NAO time series. The
contour interval is 10 m. The thick contour denotes zero. Light (dark) shaded areas are negative
(positive) and significant at the 10% level. From Mignot and Frankignoul (2005).

AMOC roughly 2 to 10 years after the intensification in deep convection is usually detected in climate
models. Fig. 3.10 illustrates that roughly 6 years before a basin-scale AMOC intensification, anomalies
associated to enhanced deep convection at seen in the northern North Atlantic. In the following years,
the latter expands and indeed covers the whole North Atlantic basin at lag 0. Later, the anomalous
intensification weakens and vanishes towards de southern hemisphere. This timescale depends again
on climate models: a delay of 2-3 years have been reported by Eden and Willebrand (2001) in a forced
ocean general circulation model, 3-5 years by Msadek and Frankignoul (2008) in IPSL-CM4-v2 and
Danabasoglu (2008); Kwon and Frankignoul (2012) in the CCSM3 climate model, 9 years by Escudier
et al. (2013) in IPSL-CM5A-LR and 12 years by Jungclaus et al. (2005) in the ECHAM5-MPIOM. The
time lag between convection in the North Atlantic and the AMOC down to 35◦N has been explained
by advection of density anomalies by the deep western boundary currents or in the interior in a few
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than 50 yr (not shown). Note that the time series is too
short to see oscillations on longer time scales.

To investigate the variability of the AMOC, we re-
gressed it on the MOI as a function of time lag (Fig. 3).
A significant anomalous positive overturning cell ap-
pears at high latitudes about 5 yr prior to the AMOC
maximum and progressively expands to the south, oc-
cupying the whole North Atlantic basin by lag !1 (cf.
lags !2 and 0 in the figure). The maximum anomaly
keeps progressing southward and loses significance at
high and midlatitudes after a lag of 4 yr. As the AMOC
variability seems to originate from the high latitudes, it
is likely to be linked to deep convection in the North
Atlantic. To account for the intermittent character of
the deep convection phenomenon, the deep convection
sites were defined by a criterion on mixed layer depth
variability, namely where the standard deviation of the
mixed layer depth in March exceeds 320 m. Results are
identical when using as a criterion that the maximal
depth reached over the average annual cycle exceeds
1000 m (Fig. 4). Note that we use the mixed-layer depth
directly coming from the isopycnal integration, as de-
tailed in Furevik et al. (2003). As in Bentsen et al.
(2004), three deep-water formation sites are identified:
the Labrador Sea; the Greenland, Iceland, and Norwe-

gian (GIN) Seas; and the Irminger Sea. Maximum
mixed layer depths in the model are reached in the
Irminger Sea. Observational evidence for deep convec-
tion in this area is recent (Bacon et al. 2003; Pickart et
al. 2003b), and it seems to only reach depths of about
1000 m, versus 2000 m in the model. In the Labrador
and GIN Seas, deep convection has often been ob-

FIG. 3. Regression of the AMOC on the MOI. AMOC leads at negative lags (in years). The contour interval is
0.2 Sv, continuous for positive and dashed for negative values. The thick contour denotes zero. Light (dark) shaded
areas are negative (positive) and significant at the 10% level.

FIG. 4. Maximal depth of the mixed layer over the annual cycle.
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Figure 3.10: Regression of the AMOC on the time evolution of its maximum in the Bergen Climate
Model. AMOC leads at negative lags (in years). The contour interval is 0.2 Sv, continuous for positive
and dashed for negative values. The thick contour denotes zero. Light (dark) shaded areas are negative
(positive) and significant at the 10% level. Figure from Mignot and Frankignoul (2005).

years (Zhang, 2010). Further south, the AMOC adjustment is thought to be achieved through Kelvin
and Rossby waves generation.

The direct link of deep convection intensity and the AMOC strength is yet debated in observations
(Koltermann et al., 1999; Straneo, 2006; Pickart and Spall, 2007). Mauritzen and Hakkinen (1999);
Straneo (2006) indeed emphasised that the rate of dense water formation and the AMOC are not
linearly related because of the distinction between diapycnal and vertical mass flux, and the role of the
boundary currents. Idealised studies furthermore emphasise the role of eddies to link the small scale
convective plumes to the larger scale export of water masses at depth (e.g. Deshayes et al., 2009). On the
other hand, measurements by Rhein et al. (2015) suggest a continuous advection Labrador Sea Water
towards the Southern Hemisphere by the Deep Western Boundary Current. Robson et al. (2014) exploit
the link found in a climate model between the AMOC and convection in the Labrador Sea to infer
predictions of the AMOC in the coming years. Bower et al. (2009) suggest that most of the subtropical
exchange in the North Atlantic occurs along interior pathways and Dengler et al. (2004) suggest that
the DWBC breaks up into eddies at 11¡S. . One of the main limitation of climate models lies in their
coarse resolution. Mesoscale eddies and boundary processes have indeed been shown to be important
for AMOC, and in particular in deep convection areas (Chanut et al., 2008; Fox-Kemper et al., 2008).
At this resolution, many oceanic processes, such as the effect of mesoscale eddies and boundary layer
processes are not explicitly resolved (see Griffies et al., 2009, for a review). Several studies show that
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the representation of the oceanic circulation in models is improved with the resolution (Tréguier et al.,
2005; Spence et al., 2012; Talandier et al., 2014), with important consequences for AMOC variability
and impacts on climate (Hodson and Sutton, 2012; Delworth and Zeng, 2012; Kirtman et al., 2012).
In the coming years improved computing efficiency and improved computer will allow eddy permitting
if not eddy resolving ocean models incorporated in coupled climate models. Evaluating the robustness
of the previous results in these new generation of climate models will definitely challenge our current
understanding of the AMOC variability and link with deep convection.

3.2.3 The subpolar gyre

Another mathematical view of the circulation in the North Atlantic consists in averaging the circu-
lation vertically rather than zonally, leading to a description of the barotropic circulation. In this
view, the extra-equatorial North Atlantic is characterised by a double gyre circulation: an anticyclonic
gyre at the subtropical latitudes and a cyclonic gyre at sub polar latitudes. The role of the former
in the northward pathway of water masses in the Atlantic has been discussed in section 3.1.3. The
subpolar gyre (SPG) was found, in climate models, to redistribute freshwater anomalies in the North
Atlantic and Nordic Seas (Hátún et al., 2005; Wu and Wood, 2008) and to advect salinity anomalies
into the Labrador Sea convection region (Delworth et al., 1993). As for the AMOC, the SPG shows
enhanced inter annual to multidecadal variability. In climate models though, it is in general associated
with decadal variability, while multidecadal variability rather involves cross-hemispheric anomalous
transports: see Yoshimori et al. (2009) for an early review and Menary et al. (2015) for a more recent
one. Its intensity is also closely linked to deep water formation, as illustrated in Fig. 3.11 in the
IPSL-CM4 climate model: enhanced deep convection in the gyre’s center leads to a stronger cyclonic
circulation. This picture pleads for an importance of the density structure on the gyre transport, as
emphasised in many studies (Mellor et al., 1982; Greatbatch et al., 1991; Myers et al., 1996; Penduff
et al., 2000; Eden and Jung, 2001). Levermann and Born (2007) have proposed a conceptual analysis
of the buoyancy driven gyre circulation in terms of a combination of positive and negative feedback
mechanisms. First, a stronger SPG transports more saline subtropical water into the subpolar North
Atlantic (salt feedback). This increases the density gradient between the center and the relatively light
exterior of the gyre. Sea surface elevation drops through pressure adjustments in the water column
and the geostrophic response strengthens the gyre. Secondly, isopycnal mixing is intensified owing to
the enhanced isopycnal outcropping associated to a stronger SPG. This results in a cooling of the SPG
center, thereby an increase of its density and therewith of its strength (temperature feedback). These
feedback mechanisms were shown to be at play in the IPSL-CM4 climate model (Born and Mignot,
2012).

Yet, both observational and model studies also suggest that surface wind stress has a strong in-
fluence on the SPG strength and variability (Curry et al., 1998; Böning et al., 2006; Häkkinen et al.,
2011; Moffa-Sanchez et al., 2014). This mechanism has gained credit in the years 2000s, when several
studies have linked the strong warming of the North Atlantic SPG observed in the mid-1990s to the
NAO abrupt short between 1995 and 1996 (Bersch, 2002; Flatau et al., 2003; Hakkinen and Rhines,
2004; Bersch et al., 2007; Lozier et al., 2008; Sarafanov et al., 2008). As discussed above, the direct
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enhanced deep convection (Fig. 5, right) which occurs

discontinuously in the SPG center (Fig. 3, lower). The
7 years lag between the convection maximum and the

maximum cooling is owed to the thermal inertia of

the water column, as confirmed by dividing the change in
heat content by the rate of heat flux: t = cp q H Tanom /

Qanom, with Tanom = - 0.12 !C rSPG
-1 and Qanom =

- 2.12 W m-2 rSPG
-1 the annual average temperature of the

upper 1000 m and upward surface heat flux anomaly as

observed in the model, respectively, regressed on the SPG
index and averaged over the time interval where regres-

sions are significant. cp and q are the specific heat capacity

and density of water, H the water depth of 1000 m. Note
that convection does not reach to a depth of 1,000 m

continuously, but varies greatly in space, i.e. within the

target region, and in time. Individual periods of enhanced
convection show differences. However, the above analysis

identifies the upper 1000 m as a reasonable estimate of the

average water mass that is involved in the dynamics.
To find the cause for deep convection and destabilizing

surface anomalies, the regression of the top 50 m density on

the SPG index is analyzed. It shows a broad peak around the
SPG maximum (Fig. 6). In contrast to the intermediate water

column, density changes at the surface are due to salinity

anomalies while contributions by temperature are not sig-
nificant. Note that this logic applies only to interannual and

longer variations in deep convection. Individual convective

events always occur in winter as a result of strong surface
heat flux. However, surface heat flux is necessary but not

always sufficient to trigger convection. High surface salini-

ties can lower the convective threshold and, due to their slow
variations, allow for consecutive winters with strong con-

vection that would not occur with winter cooling alone.

What process causes high surface salinities? Anomalous
salinities due to various freshwater flux anomalies are

estimated as

DS ¼
R 1year

dt Fanom

A " h ðS$ S0Þ ð2Þ

where Fanom is the annual anomalous volume flux, S0 the

average salinity of the target region (red box in Fig. 3) and

S the salinity of the volume flux. The salinity is taken as 0
in the case of air-sea exchange, 4 psu for sea ice, or as the

average at the boundary of the target region in the case of

lateral oceanic fluxes. Since the total lateral volume flux
into the constant volume of the target region must add to

zero, DS is calculated separately for all four of its lateral

faces, whereof only the sum is presented hereafter. A and
h are the surface area and average depth of the mixed layer,

respectively, whereof the latter is defined here as the
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Fig. 3 Upper Composite of the depth-integrated streamfunction for
the unfiltered SPG index weaker than 1.5 standard deviations
(contours, spacing 5 Sv, negative dashed) and composite mixed layer
depth leading by 8 years (shading, in m). Middle As before but for
SPG index stronger than 1.5 standard deviations. Red box shows SPG
center region used subsequently. Lower Correlation of winter mixed
layer depth in the SPG center (red box) with the normalized SPG
index, 15-year (solid) and 5-year running averages (dashed). Corre-
lations significant at the 95% level are shown as bold lines
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Figure 3.11: (Upper) Composite of the depth-integrated streamfunction for anomalies of the SPG inten-
sity weaker than 1.5 standard deviations (contours, spacing 5 Sv, negative dashed) and composite mixed
layer depth leading by 8 years (shading, in m), from a control simulation of the IPSL-CM4 climate
model (Born and Mignot, 2012). Middle As before but for anomalies of the SPG intensity stronger
than 1.5 standard deviations. Red box shows SPG center region used subsequently. Lower Correlation
of winter mixed layer depth in the SPG center (red box) with the normalised anomalies of the SPG
intensity, 15-year (solid) and 5-year running averages (dashed). Correlations significant at the 95%
level are shown as bold lines.

43



Internal variability

impact of the NAO on surface temperature and salinity has been confirmed from direct measurements
(Reverdin, 2010) and simulations (Herbaut and Houssais, 2009). Häkkinen (2001) rather call for the
role of the second leading mode of atmospheric variability in the region, namely the East Atlantic
Pattern. Indeed, they suggest that the wind-stress curl anomalies associated to this model projects
best on the mean position of the gyres and these are more likely to modulate the strength of the hori-
zontal circulation. Eden and Jung (2001) attempts to reconcile the role of wind forcing and buoyancy
forcing by suggesting that the wind forcing is the dominant player for the suppler gyre variability at
inter annual timescales while buoyancy may be more important at decadal timescales. Another view
to advance on the current understanding of the sub polar gyre variability is to consider separately the
western and eastern sub polar regions. Such a decomposition is motivated that deep connection occurs
only in the western suppler gyre (Labrador and Irminger Seas) while the Reykjanes Ridge constitutes
an important breaking point in terms of water masses in the region (Thierry et al., 2008). Using such
decomposition, Barrier et al. (2015) found an important role for oceanic convergence of heat to explain
temperature anomalies in the western part, and a more direct role of the atmospheric wind in the east.
This result has important implications in terms of predictability.

Although AMOC and the sub polar gyre (SPG) are two complementary views of the oceanic cir-
culation in the North Atlantic, and variations on the SPG are tightly linked with changes in the deep
overturning circulation, their interplay has often been overlooked in the literature.The SPG modu-
lates inter hemispheric heat transport, it even dominates the meridional heat transport at subpolar
latitudes (Rhein et al., 2011). It also determines the amount of heat advected into the Nordic Seas
and eventually in the Arctic ocean (Holliday et al., 2008), with consequences for the sea ice cover
(Lehner et al., 2013). Further south, the SPG was also found to influence the frequency of Atlantic
hurricanes as well as their predictability with a lead time of several years (Dunstone et al., 2011). As
for the AMOC, this large scale circulation pattern is difficult to measure. Its total volume transport
is estimated around 37-42 Sv (Bacon, 1997; Read, 2001; Fischer et al., 2004, 2010; Xu et al., 2013).
Some reconstructions of its variability are based on satellite altimetry (Hakkinen and Rhines, 2004)
or combinations of satellite data and interpolated tide gauge measurements (Hamlington et al., 2011).
Yet, most studies investigating its variability and link to climate are thus based on numerical models, in
spite difficulties to represent it even at high resolution (Tréguier et al., 2005). Recent advances at 1/12◦

suggest an important role of oceanic mesoscale eddies (Marzocchi et al., 2015). Ocean reanalysis, com-
bining model forced with (subsets of) similar observational data sets and hydrographic (sometimes also
satellite) oceanic data propose reconstructions but the absolute circulation strength and its standard
deviation differ considerably between datasets (Fig. 3.12). A coherent picture is partly recovered by
a simple conceptual model solely forced by reanalysed surface air temperatures (Born et al., 2015).
This confirms that surface heat flux indeed plays a leading role for this type of variability, as has been
suggested in previous studies. The results further suggest that large variations in the SPG correspond
to the crossing of a bifurcation point that is predicted from idealised experiments and an analytical
solution of the model used herein.
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458–608N and 608–358W and subtracting the global av-
erage sea level. The northern limit of the region does not
extend to 648Nbecause of data availability. All 11 datasets
have a homogeneous resolution of one month.

b. Stochastic and physical models of the subpolar
gyre

Two simplified models are considered to simulate the
decadal variations of the SPG as reconstructed by the
different datasets presented above. The physical box
model used in this paper was originally proposed by
Born and Stocker (2014). It consists of four boxes: two
cylindrical boxes representing a convective basin and
two more for the boundary currents surrounding it
(Fig. 2). The two upper boxes have a depth of 100m; the
lower two reach the bottom of convective mixing, which
is adjusted as detailed below. Although considerably
simplified, this setup approximates more complex nu-
merical experiments (Spall 2004; Iovino et al. 2008) and
theWOCEAtlantic Repeat Line 7 (AR7) section across
the Labrador Sea (Marshall and Schott 1999; Straneo
2006a; Yashayaev 2007). The total depth of the model is
motivated by the depth of Labrador Sea Water in the
boundary current (Straneo 2006b; Yashayaev 2007;
Holliday et al. 2009). Temperatures (T2, T4) and salin-
ities (S2, S4) of the outer boxes are fixed to represent the
waters of the Irminger Current and Icelandic Slope
Current, respectively, where the latter is a mixture of
Iceland–Scotland Overflow Water and Labrador Sea
Water recirculating in the basin (van Aken and de Boer

FIG. 1. Subpolar gyre index for a range of reanalysis products
and two indices based on sea surface height, normalized to
a standard deviation of one. (top) The NCEP air temperature used
to force the box model. All curves have been deseasonalized and
smoothed with a 2-yr running average. Average circulation
strength and one standard deviation are shown on the right side
where appropriate. Vertical lines mark the beginning of years 1982
and 1995.

FIG. 2. Four-boxmodel of the subpolar gyre. Volume transport is
divided in upper U1 and lower U2 boundary current. External
forcing is represented by a constant freshwater flux F and re-
laxation to daily atmospheric temperatures Tatm. Internal fluxes of
heat and salt are represented by convection C in the vertical and
lateral eddy mixing E.

15 NOVEMBER 2015 BORN ET AL . 8909

Figure 3.12: Western subpolar gyre intensity for a range of reanalysis products and two indices based
on sea surface height, normalised to a standard deviation of one. (top) The NCEP air temperature
used to force the box model. All curves have been deseasonalised and smoothed with a 2-yr running
average. Average circulation strength and one standard deviation are shown on the right side where
appropriate. Vertical lines mark the beginning of years 1982 and 1995. From Born et al. (2015)
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3.2.4 A 20-yr mode of variability in the northern North Atlantic?

As already discussed, the AMOC is known to have strong variability at decadal to multidecadal
timescales, and to represent an important component of the climate system variability at these timescales
through its role in redistributing the heat received from the Sun at the surface of the globe The CMIP3
and CMIP5 multi-models show the most energetic variability on the multidecadal timescale band, both
with respect to the AMO and AMOC, but with a large model spread in both amplitude and frequency
(Ba et al. 2014 Zhang and Wang 2013; Cheng et al. 2013). Understanding the preferential timescales
of variability in the North Atlantic, usually associated with the Atlantic meridional overturning circu-
lation (AMOC), is yet essential for the prospects for decadal prediction. However, the wide variety of
mechanisms proposed from the analysis of climate simulations, potentially dependent on the models
themselves, has stimulated the debate of which processes take place in reality. As indicated above, the
most general view for AMOC variability relates to deep convection, and variability is thus in this case
associated to some advection mechanism to bring anomalies in the area of convection.

Evidence for 20 yr variability in subpolar North Atlantic arises from several sources of observations
(Divine and Dick, 2006; Frankcombe et al., 2010; Sicre et al., 2008; Chylek et al., 2011). Several climate
models also exhibit this timescale, as reviewed by Menary et al. (2015), while some studies suggest
that the climate models underestimate the spectral peak in the 70-80yrs range and overestimate the
ones in the 10-20 year range (Ruiz-Barradas et al., 2013). The 20-year timescale describes variability
generally confined to the subpolar gyre, with feedbacks to other regions in the Arctic and/or subtrop-
ical North Atlantic usually involving longer timescales (Jungclaus et al., 2005; Vellinga and Wu, 2004;
Menary et al., 2011). Yet, these mechanisms are strongly model-dependent and difficult to reconcile.
One common aspect identified in several models is the modulation of the AMOC and North Atlantic
Current strength by changes in upper ocean density anomalies at the western margin of the basin, an
important region for the thermal wind relation (Tulloch and Marshall, 2012). The source region of
these anomalies can however vary from one model to another, depending, for example, on the location
of the main regions of convection. Bi-decadal variability is also found in idealised oceanic configurations
forced by constant surface fluxes, suggesting that this timescale may arise from spontaneous oscillatory
behaviour in the ocean (Huck et al., 1999; Arzel et al., 2007). The diversity of bi-decadal variability
mechanisms in the subpolar North Atlantic in different climate models is well illustrated by simply
looking at the different generations of the IPSL climate models. 20-year variability was identified in
two generations of the IPSL climate model:

In IPSL-CM4 (144 x 96 horizontal atmospheric grid points with 19 vertical levels, coupled to the
NEMO ocean module on the ORCA2 grid, see Dufresne et al. (2013) for details), the subpolar
gyre shows irregular oscillations of decadal time scale with most spectral power between 15 and 20
years. Born et al. (2012) found that positive and negative feedback mechanisms act successively
on the circulation leading to an internal oscillation. This involves periodically enhanced deep convec-
tion in the subpolar gyre center and intermittently enhanced air-sea thermal coupling. As a result,
anomalies of the large-scale atmospheric circulation can be transferred to the ocean on its intrinsic
time scale, exciting the oscillator stochastically. In this case, the SPG plays an active role, responds
to atmospheric stochastic forcing at a timescale set by thermal and haline feedbacks as in Levermann
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Atmospheric variability is an important component of

the observed variability and the ocean circulation follows
the atmospheric low-frequency variability. Surface heat

flux and cooling of the intermediate depth water column

during periods of strong deep convection is the dominant
air-sea coupling on decadal time scales. On the other hand,

the impact of atmospheric fluxes on the upper water layers

is found to be insignificant and small compared to oceanic
processes. This indicates that atmospheric variability is

transmitted into the deep ocean indeed and that it modu-

lates oceanic variability, but that the time scale of inter-
action is determined by oceanic processes.

Two stable modes of SPG circulation were found in

previous work with a coupled model that does not simulate
atmospheric variability (Levermann and Born 2007). It

appears a reasonable hypothesis that the presence of

atmospheric variability in the more comprehensive model
here causes these modes to become unstable and to induce

the observed transitions, as originally proposed by

Delworth et al. (1993). With our experimental set-up,
however, we can not rule out that oscillations are a con-

sequence of oceanic feedback mechanisms alone with

atmospheric forcing merely modulating the duration of
individual cycles. Sensitivity experiments with gradually

attenuated atmospheric forcing, e.g. in an ocean-only set-

up, could answer this remaining question.
The rapid oscillations suggest that the dynamical system

is close to a threshold in preindustrial climate where rela-

tively weak salinity anomalies due to advection can release
convection periodically, thereby influencing the interme-

diate depth density distribution and result in large ampli-

tude variability of the SPG. Recent modeling work
suggests that present day variability in the region can only

be simulated qualitatively if the SPG is close to this

dynamic threshold (Mengel et al. 2011). Changing the

freshwater balance of the subpolar North Atlantic, for
example by changes in Arctic sea ice export, moves the

system away from the threshold, stabilizes one or the other

SPG mode and thus reduces variability. This has been
found in two experiments with the same climate model,

albeit with lower atmospheric resolution, under different

orbital configurations (Born et al. 2010b) and was found to
compare favorably to climate proxy data (Born et al.

2011).
The importance of the density field for the SPG strength

is well documented in observations (Mellor et al. 1982;

Greatbatch et al. 1991; Mellor 1999) and numerical models
(Myers et al. 1996; Penduff et al. 2000; Born et al. 2009;

Montoya et al. 2011). Circulation changes of recent dec-

ades have been attributed to local buoyancy forcing
(Häkkinen and Rhines 2004; Lohmann et al. 2009a). It has

been shown that while changes in the wind stress field

influence the SPG circulation through a barotropic response
on an intraseasonal time scale, the baroclinic response to

the atmosphere-ocean heat flux becomes more important

on interannual time scales (Eden and Jung 2001; Eden and
Willebrand 2001). Oceanic transports of heat and salt act

similarly on the surface buoyancy but arguably show less

variability than atmospheric surface fluxes, suggesting that
the importance of oceanic transports for the SPG dynamics

increases with the length of the time scale under consid-

eration. This view is consitent with the finding that the
strength of the SPG ceases to follow artificially constant

NAO forcing after approximately 10 years (Lohmann et al.

2009b). A similar mechanism may also lead to damped
oscillations (Eden and Greatbatch 2003). In a study of

interannual to decadal variability of the North Atlantic

circulation Eden and Willebrand (2001) found the
enhancement of the SPG of about 2 Sv 2–3 years after

seasons of strong convection in its center, which they relate

to the JEBAR. This is consistent with our findings. The
shorter lag indicates a smaller volume of water involved in

the convective cooling or higher surface heat fluxes or

both, parameters that are likely model dependent.
Although we investigate decadal variability of the hor-

izontal gyre circulation, the results share some similarities

with findings in studies of variability in the AMOC for
which advection in the SPG has repeatedly been found to

play an important role (Yoshimori et al. 2010). Our work

supports the interpretation of the ocean circulation oscil-
lating in response to stochastic forcing of the atmosphere,

originally proposed by Delworth et al. (1993), later con-

firmed by Delworth and Greatbatch (2000) and recently by
Kwon and Frankignoul (2011). Variability of the SPG in

IPSL CM4 does not require the existence of a coupled

ocean-atmosphere mode, in contrast with some studies
of AMOC variability (Weaver and Valcke 1998;

Fig. 10 Summary of the mechanisms controlling the oscillation
cycle. A primary feedback loop strengthens the SPG through the
advection of sea surface salinity (SSS) anomalies, deep convection
and cooling of the intermediate water column. However, salt
advection is delayed and the immediate result of stronger advection
is the removal of salt from the key region. This causes the end of the
present cycle in a secondary, negative feedback loop. Thus, advection
both ends the present oscillation cycle through the removal of surface
salt and initializes the next cycle by renewed positive transport with a
delay. Atmospheric variability is transmitted to the ocean preferen-
tially during times of increased convection. Thus, the ocean oscillator
determines the time scale of air-sea interaction

A. Born, J. Mignot: Dynamics of decadal variability 471

123

Figure 3.13: Summary of the mechanisms controlling the oscillation cycle in the IPSL-CM4 control
simulation, as found in Born et al. (2012). A primary feedback loop strengthens the SPG through
the advection of sea surface salinity (SSS) anomalies, deep convection and cooling of the intermediate
water column. However, salt advection is delayed and the immediate result of stronger advection is the
removal of salt from the key region. This causes the end of the present cycle in a secondary, negative
feedback loop. Thus, advection both ends the present oscillation cycle through the removal of surface
salt and initialises the next cycle by renewed positive transport with a delay. Atmospheric variability is
transmitted to the ocean preferentially during times of increased convection. Thus, the ocean oscillator
determines the time scale of air-sea interaction.

and Born (2007). The mechanisms controlling the oscillation cycle in this case are summarised in Fig.
3.13. Interestingly, Msadek and Frankignoul (2008) did not find such a significant 20-year cycle in this
version of the model with a lower atmospheric resolution (96 x 71 grid points, with 19 vertical levels).
More fundamentally, Msadek and Frankignoul (2008) reported much less variability in the subpolar
area and focused on the AMOC variability. One major difference between their model version and the
subsequent ones is that in the earliest model version with coarsest atmospheric resolution, only two
deep convection regions could be defined, one in the Nordic Seas and one in the Irminger basin south
of Iceland. In the model versions studied by Born et al. (2012), strong variability of convection is
found in an additional region located further west, in the center of the SPG, at the entrance of the
Labrador Sea. We speculate that this explains partly the different variability found in the different
versions of the model.

In the most recent version of the model (IPSL-CM5A-LR), the largest deep convection region is
also located south of Greenland, at then entrance of (but not in) the Labrador Sea. Variability at 20-
year timescale is particularly energetic in this configuration, as evidenced by Escudier et al. (2013),
with important climatic consequences (Fig. 3.14). Figure 3.15 shows a simplified schematic of the
mechanism responsible for one half of this cycle. For example, starting from a positive temperature
and salinity anomaly in the Labrador Sea, the surface mean currents along the subpolar gyre advect
these anomalies of same sign east- ward. The anomalous salty surface waters favour deep convection
south of Greenland and Iceland along their path, thereby inducing an AMOC intensification after 9
years, and they eventually reach the Nordic Seas. There, the associated positive temperature anomaly
associated with the salinity anomaly induces sea ice melting and an anomalous cyclonic circulation
over the Nordic Seas, which strengthens the East Greenland Current (EGC), and in turn creates neg-
ative temperature and salinity anomalies in the Labrador Sea. This process lasts 10 years, and the
second phase of the cycle begins. In this mechanism, the SPG was not found to play an active role,
except for transporting temperature and salinity anomalies. Air-sea coupling is also fundamental for
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this mechanism.
Several authors have suggested that the 20-year variability arises from the ocean only, either due to

the interaction between the Gulf StreamÐNorth Atlantic Current and the equatorward deep return flow
(Kwon and Frankignoul, 2014), or to large scale baroclinic instability in the ocean and westward propa-
gation of the subsurface temperature anomalies across the North Atlantic basin, referred as subsurface
basin mode (e.g. Colin de Verdière and Huck, 1999; Huck et al., 1999; te Raa and Dijkstra, 2002)), and
in particular 20 years in the linearised version of OPA (Sévellec and Fedorov, 2013).This mode is re-
lated to the westward propagation of subsurface temperature anomalies across the North Atlantic basin
and its timescale seems to be intrinsically related with the zonal size of the basin (Sévellec and Huck,
2015). Its link with the AMOC is explained by a thermal-wind driven interplay between the zonal
and meridional overturning circulations (te Raa and Dijkstra, 2002). This mechanism is also referred
to as "thermal Rossby mode", because temperature anomalies propagate westwards across the mean
temperature gradient, in the same way that Rossby waves do across the background potential vorticity
gradient field. There exist evidence of a similar westward propagation in North Atlantic observations of
sea-level height (Tulloch et al., 2009; Vianna and Menezes, 2013, e.g.), subsurface (Frankcombe et al.,
2008), and sea surface temperature (Feng and Dijkstra, 2014), with comparable basin-crossing times as
for the subsurface basin mode. It has only been detected in more comprehensive models (Frankcombe
et al., 2008, 2009). Despite this consistency between observations, modelling and theory, it is still
under debate whether this interdecadal AMOC variability is excited by the atmosphere or maintained
by pure ocean dynamics. Whereas Colin de Verdière and Huck (1999) and Sévellec and Huck (2015)
suggest that it can be internally forced by large-scale baroclinic instabilities, (Sévellec et al., 2009)
advocate for the need of an external energy source, either a local wind forcing or a buoyancy exchange
(e.g. heat or freshwater fluxes). Furthermore, the development of this mode in coupled models had
not been described in coupled models except for the study of Tulloch and Marshall (2012) using both
CCSM3 and GFDL climate Model version 2.1. A question that arise is also to understand whether
this mode is compatible with the convection-driven AMOC mechanisms described above. Are both
modes developing independently, and interact constructively or destructively over time? Otherwise, is
one driving the other? Or are both coupled to each other?

In the IPSL-CM5A-LR climate model, the two modes have been shown to coexist, as illustrated in
Fig. 3.16. In essence, the whole cycle develops as follows: upper ocean positive salinity anomalies are
advected by the subpolar gyre from the Labrador Sea into the sinking regions south of Iceland (in 5
years), where they enhance deep convection and a negative thermal anomaly is formed from the surface
down to 2000 m. This induces a geostrophic response, characterised by a cyclonic flow that propagates
westwards in the subsurface as a result of its interaction with the mean meridional density gradient.
As the anomalies reach the eastern Greenland coast 2 years after, the associated cyclonic flow leads at
the surface to an intensification of the EGC. This effect on the EGC comes on top of the weak feedback
mechanism with sea ice and SLP anomalies in the Nordic Seas already described in Escudier et al.
(2013), and contributes to synchronise the two multidecadal modes. At depth, density anomalies
continue their westward propagation until they reach the Canadian coast 6 years after, propagating
southward along the western boundary current, and establishing a strong zonal gradient that triggers
a northward thermal wind response, thus strengthen- ing the AMOC. Phase reversal in the upper
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North Atlantic Deep Waters (NADW) at depth. Its maxi-

mum value is reached around 40!N and 1,000 m depth.
Probably because of the lack of deep convection in the

interior of the Labrador Sea, its mean value is only 10.3 Sv

(1 Sv = 106 m3/s), which is below the range inferred from
observational estimates (e.g. Ganachaud and Wunsch 2003;

Talley et al. 2003; Cunningham et al. 2007). The overflows

across the Denmark Strait are weak compared to observa-
tions, with only 2.2 Sv of water denser than 27.8 kg/m3

flowing southward. No dense southward flow is detected
across the Iceland-Scotland ridges. Observations-based

studies evaluate the total volume transport of overflow

water across the Greenland-Scotland ridge to about 6 Sv,
half of it passing through the Denmark Strait (Olsen et al.

2008).

Finally the barotropic ocean circulation is represented in
Fig. 3 for the North Atlantic region. The circulation is

characterized by a cyclonic subpolar gyre with a mean

intensity of 28 Sv and an anticyclonic subtropical gyre of
39 Sv. Again, these values are weaker than observations-

based estimates which are around 40 Sv for the subpolar

gyre (Hakkinen and Rhines 2004) and around 60 Sv for the
subtropical one (Greatbatch et al. 1991; Johns et al. 1995).

Investigating the causes of this bias is beyond the scope of

this study. Plausible candidates are, among others, the
weak AMOC, the coarse resolution which influences in

particular the Gulf Stream separation region (e.g. Hulburt

and Hogan 2000) and the location, intensity and variability
of major wind systems.

2.3 Multi-decadal variability of the AMOC

In order to investigate the temporal evolution of the

AMOC, we define a meridional overturning index (MOI)
as the maximum of the annual mean of the meridional

streamfunction between 10!N and 60!N and below 500 m.

This time series is characterized by a strong interannual
variability, with a standard deviation of 1.1 Sv (Fig. 4a) . A

20-year periodicity is revealed by the power spectrum in

Fig. 4b. The peak at 20 years is most prominent when
using log-linear representation which preserves variance

(dashed line). The significant (at the 95 % level) autocor-

relation at this time lag (Fig. 4c, black line) further con-
firms the 20-year periodicity. Note that here and in all the

following, significance of correlation is tested against a

two-sided student test, where the number of degrees of
freedom is estimated by taking into account the series

autocorrelation (Bretherton et al. 1992). Very similar

results are found using the first Principal Component of the
AMOC in annual mean to describe its temporal variations

(not shown). The 20-year peak is slightly stronger when

the AMOC intensity is defined as the maximum of the
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Fig. 4 a Time evolution of MOI (meridional overturning index,
computed as the maximum of the meridional stream function shown
in Fig. 3 over the North Atlantic, see details in Sect. 2.3) for the
studied period. b Spectrum of MOI, in log–log units (solid line) and in
log-linear units (variance preserving spectrum: dashed line). The
spectrum was calculated by the multi-taper method using four tapers.
The vertical line indicates the 95 % confidence interval. c Autocor-
relation of MOI (thick black), the maximum of meridional stream
function at 48N (thick blue) and cross correlations of the MOI with
the poleward oceanic heat transport taken at different latitudes (color
lines). The grey shading indicates 95 % confidence interval for zero
correlation. This level can in fact vary for each correlation curve of
the figure because of different effective numbers of degrees of
freedom [(Bretherton et al. 1992)]. Nevertheless, here, it is very
similar for all the correlations shown in the figure
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Figure 3.14: a Time evolution of the intensity of the AMOC (defined as the maximum of the meridional
stream function over the North Atlantic, named meridional overturning index MOI) in the control
simulation of the IPSL-CM5A-LR climate model. b Spectrum of MOI, in log-log units (solid line)
and in log-linear units (variance preserving spectrum: dashed line). The spectrum was calculated by
the multi-taper method using four tapers. The vertical line indicates the 95 % confidence interval. c
Autocorrelation of MOI (thick black), the maximum of meridional stream function at 48◦N (thick blue)
and cross correlations of the MOI with the poleward oceanic heat transport taken at different latitudes
(color lines). The grey shading indicates 95% confidence interval for zero correlation. This level can
in fact vary for each correlation curve of the figure because of different effective numbers of degrees of
freedom (Bretherton et al., 1999). Nevertheless, here, it is very similar for all the correlations shown
in the figure. From Escudier et al. (2013)
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South of Iceland, and 2 years after the Nordic Seas. The region
South of Iceland is the major area for deep convection in the model,
but its role is less important in the real world (Marshall and Schott,
1999). This model bias should be kept in mind when assessing the
realism of this mode. In the Nordic Seas, the warm temperature
anomalies contribute to reduce the sea-ice extent, and produce a
cyclonic atmospheric circulation response, leading to an
intensification of the Ekman transport over the Denmark Strait,
and ultimately of the EGC strength. This atmospheric link, although
rather weak, provides the necessary feedback for the phase rever-
sal 10 years after the initial EGC weakening. The EGC phase rever-
sal is also fostered by a reduction in the sea ice cover over the
Denmark Strait region, which increases the momentum exchange
between the atmosphere and the ocean. The second part of the
cycle evolves similarly, this time with fresh and cold surface waters
from the Arctic being advected along the subpolar gyre, and giving
rise 7 years later to positive sea ice extent and negative SLP anoma-
lies in the Nordic Seas. The AMOC does not seem to play an active
role in this mechanism. Nevertheless, it does respond passively,
with 8–9 years lag, to changes in deep convection in the region
South of Iceland. The reasons for this particular lagged response
were not addressed in the original study of Escudier et al. (2013)
and are further explored in the present study.

Due to the predominant role of surface variables in this
bi-decadal mode, the IPSL-CM5A model has a great potential for
AMOC initialization and decadal prediction. Indeed, two perfect
model analyses by Persechino et al. (2013) and Servonnat et al.
(2015) have respectively shown that, in the model, the AMOC
has an average potential predictability of 8 years and can be

successfully recovered, by applying a nudging to sea surface
temperature and salinity fields, that is able to initialize its major
precursors (e.g. EGC, convection South of Iceland). Likewise,
Swingedouw et al. (2013) argued that this advective surface mech-
anism may explain two of the observed Great Salinity Anomalies
occurring in the 1970s and 1990s (Belkin et al., 1998), which in
the model follow an excitation of this 20-year cycle by Mt Agung
eruption.

2.3. The subsurface basin mode

This multidecadal oscillatory mechanism has been identified in
several idealized models and theoretical studies (e.g. Colin de
Verdière and Huck, 1999; Huck et al., 1999; Te Raa and Dijkstra,
2002; Sévellec and Huck, 2015), as well as in the linearized version
of the ocean component of IPSL-CM5A, as described in Sévellec and
Fedorov (2013). It is characterized by a large-scale westward prop-
agation of subsurface density anomalies, typical of large-scale
baroclinic Rossby waves (Colin de Verdière and Huck, 1999). This
westward propagation can occur even under the presence of a
dominant eastward mean flow, due to the contribution of two
additional terms that oppose the mean zonal advection: the geos-
trophic self-advection and the ß-effect. Geostrophic self-advection,
initially characterized within the paradigm of the non-Doppler
shift effect (e.g. Rossby, 1939; Held, 1983; Killworth et al., 1997),
is triggered by a local density perturbation (either thermal or
haline) embedded along a mean meridional density gradient
(normally increasing northward). For instance, positive local
density anomalies produce a geostrophic cyclonic response,

Fig. 1. Schematic representation of the advective mechanism, modified from Fig. 13 in Escudier et al. (2013). Estimated time-lags are indicated along the arrows. The
corresponding sign of the anomalies appears next to each variable.

P. Ortega et al. / Progress in Oceanography 137 (2015) 237–249 239

Figure 3.15: Schematic view of the mechanism identified in Escudier et al. (2013) to explain the
AMOC bi-decadal variability in the IPSL-CM5A-LR control climate simulation. We represent the
North Atlantic basin and show the appearance of temperature and salinity anomalies in the Labrador
Sea (T’ and S’ in the green pentagon). Estimated time lags are indicated all along their advection in
the subpolar and Nordic Seas, affecting the convection sites along their path. In the Nordic Seas is
represented the melting of sea ice and the anomalous low pressure system that modifies the wind stress.
This in turn intensifies the EGC, leading to tracers anomalies of the opposite sign around 10 years
after their inception. From Escudier et al. (2013).

ocean is related to the EGC, and its export of fresh waters from the Arctic into the subpolar gyre,
building up large anomalies in the Labrador Sea 3 years after (10 years if we count from the beginning
of the cycle). Accordingly, the phase reversal in the deeper ocean appears when these negative salinity
anomalies reach the vicinity of Iceland 5 years later, and debilitate deep convection. Note that at this
stage, surface waters over the region are gradually warming, in response to the increase in northward
heat transport that follows the strengthened AMOC phase. This suggests that the AMOC plays a
preconditioning role in the phase reversal of convection.

This whole mechanism is described in Fig. 3.17. In my view, the specific interplay between the
surface (Escudier et al., 2013) and the subsurface (Sévellec and Fedorov, 2013) bi-decadal vari-
ability model found in IPSL-CM5A-LR (Ortega et al., 2015) explains the prominent bi-decadal
variability in this model. And this interplay is partly due to the biased location of the subpolar con-
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Now that the optimal depths and regions contributing to the
intensification of the northward thermal wind transport are well
constrained, we can verify whether the positive density anomalies
at the western side of the basin have propagated from the east, as it
would be expected if the westward propagation from the
subsurface basin mode was present. This is addressed in Fig. 6.
The first two columns represent the regressions at different lags
between the standardized MOI-48N index and the subsurface (i.e.
300–1000 m) density averaged over two different latitude ranges.
In the subpolar region (i.e. 34–65!N) positive density anomalies
are indeed formed near 30!W and propagate slowly to the west

reaching the coast about 5 years later, when the AMOC becomes
maximum (lag zero). This evolution is coherent with the multi-
decadal subsurface basin mode. However, no propagation of
anomalies of opposite sign reaching the western side of the basin
is observed at subsequent lags. This latitudinal band is the same
where Sévellec and Fedorov (2013) identified their westward
propagation. Yet, they observed it in the upper ocean, where our
model presents an eastward propagation (not shown) and where
the advective mechanism of Escudier et al. (2013) mainly takes
place. When the analysis is restrained to the northernmost part
of the region, where the zonal density gradient is strongest (i.e.
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Fig. 6. Hovmöller plot (Time lag vs. Longitude) of the regression (in kg/m3) between the standardized MOI-48N and the meridionally averaged density anomalies at: (a) 300–
1000 m in the latitude band 34–65!N; (b) 300–1000 m in 50–65!N and (c) 0–300 m in 50–65!N. Significance is assessed as in Fig. 4.
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Figure 3.16: Hovmoeller plot (Time lag vs. Longitude) of the regression (in kg/m3) between the stan-
dardised MOI computed at 48◦N and the meridionally averaged density anomalies at: (b) 300-1000m
in 50-65◦N and (c) 0-300m in 50-65◦N in the IPSL-CM5A-LR climate model (From Ortega et al.
2015). Significant values at the 95% confidence level are enclosed by the thick gray contours. This figure
illustrates the eastward propagation of density anomalies in the upper layer, following the mechanism
described in Escudier et al. (2013) and the westward propagate in the subsurface layer, following
Sévellec and Huck (e.g. 2015). .

vection sites: the most active subpolar convection site is located south of Iceland rather than in the
Labrador Sea, so that it can interact constructively with the subsurface mechanism as described above
(Fig. 3.17). This study is thus a promising step towards the reconciliation of the various mechanisms
of decadal variability which have been proposed in independent studies, but the question of the main-
tenance of the internal oceanic mode in more realistic conditions thus remains partly open. In a version
of the same model including higher atmospheric resolution (IPSL-CM5A-MR 144x142 horizontal grid
points, 19 vertical levels), the second AMOC EOF has maximum amplitude between 45 and 50◦N,
and a dominant timescale of 20 years (Wen et al., 2015). Correspondingly, the NAO has a small, but
significant 20 years variability, suggesting that it responds to the AMOC.The air-sea coupling in the
MR model thus may enhance the low frequency variability of AMOC, but it did not appear to play
a substantial role to generate it. Similar interplay between the upper ocean advection and westward
propagation Rossby wave at depth was found in this model, possibly contributing to the generation of
the 20-year variability of AMOC. However, the specific mechanism is different from that proposed for
the LR model. Further studies are needed, while the importance of westward propagation of SST to
generate decadal variability in the North Atlantic has recently been shown to be general in the CMIP5
database (Muir and Fedorov, 2016).

All mechanisms and analysis presented above are at least partly based on model simulations.
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first baroclinic mode Rossby waves, which affects the AMOC
through a thermal wind response. Interestingly, in both models a
predominant 20-year time-scale for the AMOC was also identified,
despite some differences in their upper ocean variability. This sug-
gests that the subsurface basin mode may be the key mechanism to
generate bi-decadal AMOC variability, and that it can appear under
other coupled model configurations. In the particular case of our
study, we have seen that the subsurface basin mode is also com-
patible with an upper ocean mechanism driven by EGC variations,
which share similarities with some of the observed Great Salinity
Anomalies (Swingedouw et al., 2013, 2015).
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Fig. 12. Schematic of the variables and interactions involved in the North Atlantic 20-year cycle in IPSL-CM5A.
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Figure 3.17: Schematic of the variables and interactions involved in the North Atlantic 20-year cycle
in IPSL-CM5A-LR, from Ortega et al. (2015).

Because of the scarcity of historical transoceanic measurements and despite the recent progress in the
development of observational networks, only a few observation-based estimates of the MOC variability
in the North Atlantic are indeed currently available. The RAPID array, presented above (section
2.3), is pioneering in this respect, and the now more than 10 years of data have highlighted significant
interannual variability of the AMOC at 26.5◦N (McCarthy et al., 2015). Nevertheless, studies indicating
that the AMOC is not coherent between the subtropical and subpolar gyres on interannual timescales
(Bingham et al., 2007) have led to proposals for array-based observing systems at other latitudes,
including the subpolar North Atlantic (OSNAP), (Send et al., 2011) and the South Atlantic at 34◦S
(SAMOC) (Lozier, 2010). Additionally, several arrays in the western basin monitor the deep western
boundary current (DWBC), including Line W off the coast of New England (Toole et al., 2011) and
the MOVE array at 16◦N (Kanzow et al., 2006). Repeated hydrographic sections at key locations of
the sub polar North Atlantic also provide important information on the AMOC intensity and inter
annual variations (Mercier et al., 2015). Maintenance of such long term observation systems is crucial
for climate studies in order to build up long time series and backup model studies.
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Chapter 4

The influence of external forcings

As explained in the introduction, climate variability results from internal variability as well as external
factors. In the previous section, we have described several aspects of the internal variability at play
in the North Atlantic. "External" factors are so-called as they are not explicitly represented in the
classical view of the climate system. In climate models, typically, their effect is prescribed. External
forcing impact the climate, as well as variability of the ocean circulation (e.g. Hofer et al., 2010). I give
below an overview of my work related to an external forcing factor of natural origin (volcanic eruption,
4.1) and one of anthropic origin (freshwater, 4.2)

4.1 Volcanoes

Volcanic eruptions eject large amount of materials into the atmosphere. In particular, the sulphur
dioxide gas released in the stratosphere leads to aerosol formation that reflects part of the incoming
solar radiation, thus affecting the climate. The volcanic eruptions primarily impact the global radia-
tive budget of the Earth, leading to a global temperature drop, as described in the introduction and
first noticed by Lamb (1970). Although this direct effect of volcanic eruptions on the Earth has been
known since long, estimating their impact on the climate system has recently gained attention with the
debate on the origin of the hiatus. It has indeed been suggested that the slower warming observed since
1998 than previously observed could be at least partly attributed to the effect of relatively weak but
cumulative recent volcanic eruptions (Santer et al., 2014). Furthermore, in spite of few recent studies
suggesting a climate impact of high latitude volcanic eruptions (e.g. Pausata et al., 2015), climate
models and their analysis classically concentrate on the tropical large explosive eruptions. Tropical
eruptions are indeed selected because their impacts are thought to be global due to the rapid spread
of the aerosol by the stratospheric tropical circulation.

My work so far has also focused only on the marge tropical eruptions. Relatively few studies have
focused on their impact on the oceans. Among the few, we have shown in Mignot et al. (2011) that
the thermal response of the ocean consists of a fast tropical cooling due to the radiative forcing by the
volcanic eruptions, followed by a penetration of this cooling in the subtropical ocean interior one to five
years after the eruption, and propagation of the anomalies toward the high latitudes (Fig. 4.1). This
study was based on a simulation performed with the IPSL-CM4 model, including the external forcing

53



Forcing1446 Mignot et al.: Volcanic impact on the Atlantic Ocean over the last millennium

D
ep

th
 (m

)

in phase

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

yr 1

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

yr 3

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

D
ep

th
 (m

)

yr 5

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

yr 10

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

yr 20

 60S  30S   0  30N  60N
−1000

−900

−800

−700

−600

−500

−400

−300

−200

−100

0

−0.15 −0.13 −0.11 −0.09 −0.07 −0.05 −0.03 −0.01 0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15

K

Fig. 6. Composites of anomalous zonally averaged oceanic temperature response at different time lags (in years). Shaded areas are not
significant at the 20% level. Grey contours indicate anomalies significant at the 5% level. Dark contours show the zonal mean global
temperature (contour interval is 3 �C).

Fig. 7. Composites of anomalous sea surface temperature following volcanic eruptions in different periods. Top: between 1100 A.D. and
1300 A.D., bottom: after 1400 A.D. Dotted areas are not significant at the 5% level. Grey contours show the annual mean SST. Contour
interval is 3K, the thick line is for the zero contour.
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Figure 4.1: Composites of anomalous zonally averaged oceanic temperature response at different time
lags (in years) after volcanic eruptions of more than 2.8W.m−2 radiative impact (AOD more than 1.5)
in the IPSL-CM4 transient simulation of the last millennium Mignot et al. (2011). Shaded areas
are not significant at the 20 % level. Grey contours indicate anomalies significant at the 5 % level.
Dark contours show the zonal mean global temperature (contour interval is 3◦C).

reconstructed from the last 1000 years (so-called last millennium). Indeed, over this period of time,
volcanic eruptions are more numerous so that the sampling of events is more adequate than the sole
historical period to produce robust statistics and minimise the pollution of the signal by the natural
variability. Because of such heterogeneous spatial pattern and possible feedbacks on several elements
of the climate system, these volcanic eruptions not only induce a general cooling of the surface climate
of the Earth by altering the incoming solar radiation, they may also affect the climate system vari-
ability. As being a SST-based index, the AMO is of course strongly affected by the radiative effect of
volcanic eruptions. Fig. 4.2 illustrates this volcanic effect using two simulations of the last millennium
performed with the IPSL-CM4 climate model, the one described above including all the forcing, and
one forced with the sole variations of the total solar irradiance (Servonnat et al., 2010). The correlation
between the modelled AMO and the AMO reconstruction from Gray (2004) is of 0.18 (not significant
at the 90% level) when only solar variations are accounted for; it reaches 0.45 (significant at the 95%
level) when volcanic eruptions are also included as a forcing. Similar effect on volcanoes on the AMO
was illustrated in another climate model by Zanchettin et al. (2012a).This evidences the crucial role
played by volcanoes for pacing the climate variability, in particular from its direct impact on the earth
surface temperature.

The oceanic circulation also responds to volcanic eruptions. It first adjusts rapidly to low latitude
anomalous wind stress induced by the strong cooling, and this feature was seen in several climate
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Figure 4.2: AMO evolution from the reconstruction of Gray (2004) in black and in two IPSL-CM4
simulations including before 1850 a) solar and volcanic forcing (Mignot et al., 2011) and b) only
solar forcing (Servonnat et al., 2010). From 1850 onwards, both simulations contains all observed
forcing, including greenhouse gas concentrations large increase. In the simulations, AMO is computed
as the SST average between 0 and 60◦N in the Atlantic low-pass filtered with a 10-years cut off frequency.
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models in the Atlantic (IPSL-CM4: Mignot et al. (2011), MPI-ESM Zanchettin et al. (2012b), IPSL-
CM5A-LR: not shown). The anomalous wind stress is itself associated to the well-documented polar
vortex adjustment after volcanic eruptions which imprints on the surface NAO (Robock, 2000). This
fast-developing anomalous circulation is similar to the fast dynamical adjustment of AMOC to atmo-
spheric anomalies described in section sec:atmAMOC. It is significant but not relevant in terms of
anomalous heat transport and long-term climatic effects. Unfortunately, response of the AMOC at
longer timescales is less robust. In the IPSL-CM4 model, it was shown to significantly intensify 5 to
10 years after the eruptions of the period post-1400 A.D.. This response follows a deepening of the
mixed layer depth due to the global cooling imposed by the volcanoes. It is consistent with the AMOC
response to volcanic eruptions seen in several other studies (Stenchikov et al. 2009; Zanchettin et al.
2012b, Ortega et al. 2011a, Ding et al. 2014, Swingedouw et al. 2015), but mechanisms differ
among studies: Stenchikov et al. (2009) and Ortega et al. (2011a) invoked a thermohaline mech-
anism after the cooling of the ocean induced by the direct radiative forcing of the volcanic eruption,
while Zanchettin et al. (2012b) and Mignot et al. (2011) found a delayed response to atmospheric
perturbations. Other studies propose even more complicated mechanisms. For instance, using the
HadCM3 climate model, Iwi et al. (2012) reported an AMOC intensification after a Krakatau-like
eruption through the runoff reduction towards the Arctic basin, but they also found that this effect
was not seen after a weaker Pinatubo-like eruption, thereby illustrating a strong sensitivity to the
magnitude of the eruption. Effectively, in response to the stronger eruptions occurring between 1100
and 1300, Mignot et al. (2011) found that the cooling is such that the sea ice extent dramatically
increases in the model and caps the deep convection region. This yields on the contrary a reduction of
the AMOC 10 to 12 years after the eruption. I found a similar dual response in the last millennium
simulation performed with the subsequent version of the IPSL model (IPSL-CM5A-LR, Fig. 4.3).
This highlights possible non linear responses of the climate to volcanic eruptions and may constitute
a step towards understanding the diversity of response of the AMOC to the volcanic eruptions of the
historical period in the CMIP5 experiments (e.g. Ding et al., 2014): depending on the mean state bias
of each models, in particular in terms of sea ice cover, the response may be triggered towards one or
the other type. It may be emphasised here that proxy-evidence for such profound and long-lasting
effects on the sea ice extension have been found by Sicre et al. (2013), consistently with the model
results. The importance of the amplitude of the volcanoes has been further highlighted by Swinge-
douw et al. (2015): Fig. 4.4 shows that depending on the magnitude of the eruption, different areas
of the northern North Atlantic may be affected, thereby possibly leading to opposite anomalies of the
oceanic deep convection.

We have highlighted above the diversity of deep convection and AMOC responses to volcanic erup-
tions. Differences in models physics, models internal variability, models implementation of the volcanic
forcing, magnitude of the eruption, season of the eruption may be invalid to explain this diversities.
Nevertheless, Fig. 4.5 suggests that for similar internal variability and similar eruptions, the model
response in terms of AMOC may be more consistent than what can be inferred from the literature
review of independent studies looking at the AMOC response using different techniques. This figure
indeed shows that in the sub-ensemble of CMIP5 simulations selected because of their approximately
bi-decadal dominant variability timescale in the North Atlantic (discussed in section 3.2.4 for example)
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Figure 14: As in Fig. 10 for the Atlantic meridional streamfunction during the period 1100-
1300. Positive (negative) values correspond to a clockwise (counter-clockwise) circulation.
Shading mask non significant areas at the 20% level according to the Monte Carlo permu-
tation test and black lines mark significant areas at the 95% level according to the same
test. Grey contours show the annual mean Atlantic meridional circulation in the control
simulation (contour interval is 3 Sv, thick contour corresponding to the zero contour.)
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Figure 15: composite of annual mean anomalous sea level pressure in phase with the vol-
canic eruptions of the period 1100-1300 A.D. (left) and with the volcanic eruptions post-
1400 A.D. (right)
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Figure 4.3: Top: time series of imposed optical depth of volcanic aerosols in the IPSL-CMR-LR tran-
sient simulation of the last millennium (details on the simulation in Sicre et al. (2013)). Bottom
left: Composites of anomalous Atlantic meridional streamfunction 10 to 12 years after the selected
(stars on the top panel) volcanic eruptions which occurred before 1400 A.D. Positive (negative) values
correspond to a clockwise (counter-clockwise) circulation in. Black and day grey contours mark signif-
icant areas at the 95 % and 80 % level, respectively, according to the Monte Carlo permutation test.
Light grey contours show the annual mean Atlantic meridional circulation in the control simulation
(contour interval is 3 Sv, thick contour corresponding to the zero contour.) Bottom right: same for the
lag 16-18 years and selected eruptions which occurred after 1400 A.D.

the variability is phased over the historical period, and this phasing is consistent with the impact of
the Agung volcanic eruption on the subpolar North Atlantic. Note that we had first identified this
pacing effect in the IPSL-CM5A-LR climate model (Swingedouw et al., 2015).

In this context, and although the link between AMOC and AMO is relevant for climate studies,
it is difficult to unravel the radiative and dynamic impact of volcanic eruptions on temperatures. In
particular, it may be useful to quantify the impact of AMOC response to volcanic eruptions on the
AMO, so as to investigate if and how AMO proxies can be used to reconstruct past variations of the
AMOC. Fig. 4.6 illustrates that the AMO-AMOC typical relationship found in control conditions
(black curve), where the AMOC leads the AMOC by 6-7 years, is strongly modified where external
forcings are superimposed: in the IPSL-CM4 last millennium simulation, no significant correlation is
found when the AMO lags the AMOC by a few yr (r < 0.2), as shown in Fig. 4.6, but there is a small
anti-correlation (r =0.25) at zero-lag or when the AMO leads. This might reflect the simultaneous
radiative cooling together with the rapid dynamical adjustment of the AMOC after volcanic eruptions
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 11 

 
 Supplementary Figure 11: Composite over moderate (lower than 1.5 Agung) and strong (larger 

than 1.5 Agung) volcanoes of the mixed layer depth (MLD) in colour and SST in contours 

computed within the last millennium simulation. 

Figure 4.4: Composite over moderate (lower than 1.5 Agung) and strong (larger than 1.5 Agung)
volcanic eruptions of the mixed layer depth (MLD) in colour and SST in contours computed within
the last millennium simulation of the IPSL-CM5A-LR climate model. Fig from Swingedouw et al.
(2015)

described above. It illustrates that the perturbation of the AMO by the volcanic radiative forcing leads
to a strong deterioration of the AMO-AMOC link, as also found by Otterå et al. (2010). It also implies
that the AMO may not be used as a proxy of the AMOC variations. In order to remove the exter-
nal forcing effects from the AMO and try the recover the dynamical link between AMO and AMOC
identified in the control simulation, we have used a linear inverse model (LIM), following Marini and
Frankignoul (2013). The first LIM modes of the last millennium simulation are shown in Fig. 4.7. The
first mode (Mod1) is non-oscillatory with a decay time of 5 yr, and it corresponds to a global cooling,
more pronounced in the Tropics. Its time series shows strong peaks at the time of volcanic eruptions,
and its correlation with the global AOD is r = 0.7 (p<0.05). This mode thus largely represents the
radiative cooling associated with the volcanic eruptions. The oscillatory mode 2/3 has a period of 26
yr with strong positive anomalies in the North Atlantic and in the North Pacific. Mode 4/5 shows
strong ENSO-like SST anomalies in the tropical Pacific, with a period of 2.9 yr, similarly to mode 6/7
(not shown). Except for Mod1, the first 7 modes strongly ressemble the modes of CTRL (not shown),
suggesting that LIM is efficient at isolating the radiative forcing signal from the intrinsic oceanic ones,
as in Marini and Frankignoul (2013). To remove the radiative impact of volcanic activity from the
AMO, we subtract Mod1 from the SST field, and compute a new AMO index (AMO-Ext). This new
AMO signal largely resembles the AMO pattern from the control simulation (not shown), and a posi-
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The Atlantic Meridional Overturning Circulation (AMOC)
plays a key role in the meridional heat transport, and in
heat and carbon storage in the ocean1. Changes in the

AMOC affect surface oceanic conditions in the North Atlantic
(salinity, temperature and sea level), with impacts on marine
ecosystems and regional climate (for example, Greenland
glaciers2). Understanding the mechanisms driving AMOC
decadal variability is therefore critical for climate predictability,
particularly in the Northern Hemisphere3–5. In response to
increased greenhouse gas concentrations, climate models project
a gradual AMOC slowdown during the 21st century6,7. AMOC
strength has only recently been monitored through observation
networks. Existing data sets do not reveal a strong trend in the
2000s8,9, although a declining tendency appears from the early
2010s10,11. This is also supported by ocean reanalyses12,13, which
depict an AMOC maximum in the 1990s at subpolar latitudes,
followed by a decrease and stabilization in the 2000s. Beyond
direct information on AMOC, North Atlantic observations14,15

and proxy records indicate a 20-year preferential variability in
this region in the atmosphere16, sea ice17 and the ocean18,19.
Such variability can be associated with the dynamics of subpolar
gyre, whose characteristic decadal timescales are associated with
advection processes and the size of the gyre20,21.

Indeed, such advective processes have been observed during
Great Salinity Anomaly (GSA) events22–24. For instance, a salinity
anomaly was first identified in the Nordic Seas in 1968, and then
detected in the Labrador Sea around 1971. This anomaly was
monitored along its propagation within the subpolar gyre during
the following 7 years, and it reached the eastern part of the
Nordic Seas in 1978 (ref. 22).

Explosive volcanic eruptions have a short-lived but strong
radiative impact through the loading of a large amount of
sulphate aerosols into the stratosphere, which leads to a cooling of
the Earth’s surface during the 2–3 years following the onset of the
eruption25,26. Moreover, the volcanic sulphate aerosol injection
causes a significant stratospheric warming in the tropical
band due to long-wave heat absorption. The subsequent
strengthening of the meridional atmospheric temperature
gradient leads to intensified zonal winds and jets through
thermal wind balance. As a result, observations show that
volcanic eruptions trigger dynamical changes27,28, with a
tendency towards a positive phase of the winter North Atlantic
Oscillation (NAO, first mode of atmospheric variability in
the north Atlantic sector29) during the few years following
the eruption27,30,31. This dynamical mechanism is not well
represented in most climate simulations, at least partly due to a
too coarse vertical resolution of their atmospheric model
component27. In addition, climate model analysis suggests that
the volcanic-driven, short-lived cooling of the upper ocean can
induce longer-lived changes on North Atlantic climate, notably
through its influence on the AMOC32–34. The robustness of
the mechanisms at play have, however, been challenged by
differences in the simulated timing and response, suggesting a
sensitivity of the results to the model used or to the prescribed
volcanic forcing. Oceanographic data have not yet been used to
evaluate the exact oceanic processes at play.

Here we evaluate the potential impact of moderate explosive
volcanic eruptions (similar to Agung or Pinatubo) on the North
Atlantic bidecadal preferential variability. For this purpose, we
use available outputs from different climate models using the
Coupled Model Intercomparison Project Phase 5 (CMIP5)
database35 complemented by additional simulations performed
using one model, and in situ recent oceanic observations as well
as longer paleoclimate proxy records of the last millennium. We
find that moderate volcanic eruptions may reset a 20-year
intrinsic variability mode in the North Atlantic both in model

simulations as well as in the data analyzed, leading to interference
patterns over the recent period and in the near future.

Results
Analysis of the CMIP5 database. We investigate the mechanisms
involved in bidecadal North Atlantic and AMOC variations and
reduced AMOC variability around the trend during the 2000s
using CMIP5 simulations and sensitivity tests conducted speci-
fically with the IPSL-CM5A-LR model36. Historical climate
simulations (1870–2005) driven by natural and anthropogenic
forcing archived in the CMIP5 database exhibit a large spread in
the simulated AMOC at 48!N (Fig. 1a). Out of 19 available model
simulations, we select the subset of 9 (8þ IPSL-CM5A-LR called
‘Bi-Dec’ ensemble) which exhibit peaks of spectral energy in the
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Figure 1 | Simulated AMOC changes and radiative external forcing.
(a) Variations of the AMOC maximum at 48!N over the period 1960–2005
for the ensemble of five historical simulations performed with the
IPSL-CM5A-LR model (black); for the Bi-Dec ensemble excluding the
IPSL-CM5A-LR simulation (subset of eight CMIP5 models, which also
exhibit variability in the 10–30 years spectral band, in red, see Methods,
Supplementary Table 1 and Supplementary Fig. 1); for the ensemble mean of
the 10 other CMIP5 historical simulations (in blue). The standard deviation
(s.d.) of the two CMIP5 ensembles is shown with the red and blue
envelopes. All the AMOC indices have been normalized with the s.d. of the
detrended time series over the period 1850–2005. (b) External radiative
forcing (in W m" 2) computed in the IPSL-CM5A-LR historical simulation.
The black curve is the natural forcing including solar and volcanic eruptions
and the red curve represents the anthropogenic forcing including
greenhouse gas changes and the anthropogenic aerosols effects. A 5-year
running mean has been applied to all time series from a.
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Figure 4.5: Simulated AMOC changes and radiative external forcing (Swingedouw et al., 2015). (a)
Variations of the AMOC maximum at 48◦N over the period 1960-2005 for the ensemble of five historical
simulations performed with the IPSL-CM5A-LR model (black); for a subset of eight CMIP5 models,
excluding the IPSL-CM5A-LR simulation, which also exhibit variability in the 10Ð30 years spectral
band, in red, see Methods, Supplementary Table 1 and Supplementary Fig. 1 in (Swingedouw et al.,
2015) for details); for the ensemble mean of the 10 other CMIP5 historical simulations (in blue). The
standard deviation (s.d.) of the two CMIP5 ensembles is shown with the red and blue envelopes. All
the AMOC indices have been normalised with the s.d. of the detrended time series over the period
1850Ð2005. (b) External radiative forcing (in W.m−2) computed in the IPSL-CM5A-LR historical
simulation. The black curve is the natural forcing including solar and volcanic eruptions and the red
curve represents the anthropogenic forcing including greenhouse gas changes and the anthropogenic
aerosols effects. A 5-year running mean has been applied to all time series from a.
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Figure 2. SSTs (in K) associated with the traditional AMO (top) and with the AMO where

the external forcing has been removed using LIM, ie AMO-Ext (middle), in MILL, and with the

traditional AMO in CTRL (bottom).
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Figure 3. Correlation of the AMOC with the traditional AMO (blue curve) and with the AMO

where the external forcing has been removed using LIM, ie AMO-Ext (red curve), in MILL, and
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Figure 4.6: Correlation of the AMOC with the traditional AMO (blue curve, defined as the SST average
over the North Atlantic 0 and 60◦N, lowpass filtered with a cutoff-period of Tc = 10yr) and with the
AMO where the external forcing has been removed using a linear inverse model (e.g. Marini et al.,
2011), ie AMO-Ext (red curve), in the last millennium simulation of the IPSL-CM4 model (as in Fig.
4.1 and 4.2), and with the traditional AMO in the control simulation performed with the same model
(black curve).
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Figure 5. Regression of low-pass filtered AMOC anomalies in MILL onto the 1st normal mode

of the matrix B when the latter leads by the lag (in yr) indicated on the bottom of each panel.

The black contour indicates 5% significance.
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Figure 4.7: Normal modes (in K) of the linear inverse model in the IPSL-CM4 transient simulation of
the last millennium. Mode 1 and its associated time series are shown on the top, modes 2/3, 4/5 and
6/7 in the second, third and fourth rows respectively.

tive AMO-Ext phase is found 6 to 7 yr after an AMOC acceleration (r reaching 0.5 in MILL, vs r =

0.36 in CTRL, Fig. 4.6). A significant negative correlation is also found when the AMOC lags by a few
years, reflecting that the strong cooling following volcanic eruptions favours deep convection and thus
enhances the AMOC, as described above. This unpublished work done by C. Marini in collaboration
with C. Frankignoul illustrates possible research directions for better identifying the impact of volcanic
eruptions on the climate dynamics and making progress in terms of proxy records interpretation. Note
nevertheless that results obtained in the IPSL-CM4 transient simulation may have been particularly
significant because of an overestimated radiative impact of volcanic eruptions in this model. The LIM
analysis performed with the IPSL-CM5A-LR transient simulation of the last millennium were not as
clear (not shown).

Another example where dynamical impact of volcanic eruptions has to be cautiously distinguished
form the radiative impact on SSTs in the question of the link between eruptions and ENSO. Observa-
tions (Tung and Zhou, 2010) and proxies (e.g. Brad Adams et al., 2003; McGregor et al., 2010; Li et al.,
2013) both suggest that tropical volcanic eruptions favour the warm (El Niño) phase of ENSO within
two years after the eruption. Modelling studies have however so far reached no consensus on either
the sign or the physical mechanism of ENSO response to volcanism (Driscoll et al., 2012; Ohba et al.,
2013; Maher et al., 2015). By using the subtile diagnostic of relative SST anomalies and dedicated
sensitivity experiments, Khodri et al. (2016) show that an El Niño is likely to occur within two
years after volcanic eruptions in historical simulations from the Fifth Coupled Model Inter-comparison
Project (CMIP5), and that the triggering mechanism implies anomalous westerlies due to the low heat
capacity of land which promotes a faster cooling of the Indonesian Maritime continent than of the
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surrounding ocean after the eruption.

4.2 Freshwater forcing

So-called hosing experiments, where freshwater may be distributed over broad or narrow regions of the
North Atlantic in numerical models in order to investigate the sensitivity of the AMOC to freshwater
flux, have been widely used to study the stability of the AMOC and its impact on climate (e.g. Stocker
and Wright, 1991; Manabe and Stouffer, 1995; Rahmstorf, 1996; Fanning and Weaver, 1997; Schiller
et al., 1997; Rind et al., 2001; Rahmstorf et al., 2005; Stouffer et al., 2006; Jackson et al., 2015; Yu
et al., 2015, to cite a few). These idealised experiments are motivated by the necessity to understand
past abrupt changes of the ocean circulation, as well as its response to future climate change. A large
discharge of freshwater into the North Atlantic during glacial time and deglaciation is indeed believed
to be responsible for major shifts in the ocean circulation recorded by various paleoclimate proxies (e.g.
Bond et al., 1992; McManus et al., 2004). Concerning future climate change, model simulations suggest
that global warming would intensify the freshwater input into the North Atlantic, as a consequence
of an intensification of northward atmospheric moisture transport, increase of river discharge into the
Arctic ocean and melting of the Greenland ice sheet (Church and Others, 2001). Recent observations
give consistent indications (Peterson and Holmes, 2002; Dickson et al., 2002). The melting of Green-
land ice Sheet was long thought to be very small, but recent measurements suggest an acceleration of
the melting rate (Bamber et al., 2012). Rahmstorf et al. (2015) has argued that some effects of this
freshwater input on the subpolar North Atlantic oceanic circulation might already be seen today. Up
to now, only very few studies have been able to investigate these effects with a dynamic ice sheet model
interactively coupled to a climate model (Gierz et al., 2015, is one of the few). Most other studies
investigate these effects for past or future climates using a prescribed anomalous freshwater flux in the
northern North Atlantic.

In most hosing experiments, anomalous freshwater flux has been applied to the North Atlantic
and, in spite of differences in models, areas and magnitudes of the applied freshwater flux, a number
of robust features of the models response emerged. In particular, it has been shown that a sufficiently
large anomalous freshwater flux (typically 0.1 to 1 Sv, this value being strongly model-dependent) can
shut down the AMOC completely on decadal to centennial timescales (e.g. Rahmstorf et al., 2005;
Stouffer et al., 2006). This leads to a strong surface oceanic and atmospheric cooling in the North
Atlantic realm (order of 10 K) and a pronounced cooling over most of the northern hemisphere. Yet,
using more realistic anomalous forcing, some of these studies suggest that AMOC strength is sensitive
to Greenland melting (Fichefet et al., 2003), while others do not (Jungclaus and Keenlyside, 2006;
Ridley et al., 2005). Fig. 4.8 illustrates this model-sensitivity, in a protocol where five coupled climate
models and one ocean-only model were used to evaluate the impact of 0.1 Sv (1 Sv = 106 m3/s) of
freshwater equally distributed around the coast of Greenland during the historical era 1965-2004 (e.g.
Swingedouw et al., 2013b). In these experiments, the additional freshwater was shown to spread
along the main currents of the subpolar gyre. Part of the anomaly crosses the Atlantic eastward and
enters into the Canary Current constituting a freshwater leakage tapping the sub- polar gyre system.
The multi-model set up allowed to show that the AMOC weakening is smaller if the leakage is larger.
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important role for the AMOC weakening in response to a
freshwater input. Conversely, if we seek to link the mag-

nitude of AMOC decrease with either the AMOC intensity

(cf. Stouffer et al. 2006) or gyre intensity in the control
simulations, we find no significant relationships in the

model ensemble. This suggests that the modeled AMOC

sensitivity to freshwater input is independent of its mean
value in the control simulations, as could be deduced from

the simple hysteresis curve where the AMOC decreases

with freshwater input until reaching a threshold. Here we
propose that the AMOC sensitivity is better related to the

intensity of the freshwater leakage i.e. the amount of

freshwater escaping from the subpolar gyre and Nordic
Seas toward the lower latitudes.

A dynamical explanation can be identified by inspecting

the slope between the two gyres, which we compute by
linear regression of latitude points (against longitude)

along the zero line of the barotropic stream function. This

is a way to quantify the northeast tilt between the sub-
tropical and subpolar gyre for the 40 years of control

simulations (see Fig. 6, slope computed between 50!W–

20!W and 40!N–50!N). This slope represents the asym-
metry between the two gyres and does not appear in quasi-

geostrophic models (for a symmetric wind forcing, cf.

Fig. 7 Time evolution of
different oceanic circulation
indices (differences between
hosing and control simulations):
a Atlantic meridional stream
function maximum at 26!N,
b maximum of the barotropic
stream function in the Atlantic
subtropical gyre, c absolute
value of the minimum
(minimum: maximal transport
due to convention of rotation
orientation) of the barotropic
stream function in the Atlantic
subpolar gyre. HadCM3 is in
black, IPSLCM5 is in red, MPI-
ESM is in green, ORCA05 is in
blue, EC-Earth is in magenta,
BCM2 is in cyan. A 10-year
smoothing has been applied to
all the time series. The error
bars at the end of each time
series represent two standard
deviations computed in the
control simulations
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Figure 4.8: Time evolution of two oceanic circulation indices (differences between hosing and control
simulations) in response to an anomalous freshwater input of 0.1 Sv equally distributed around the
coast of Greenland in 5 coupled models and 1 forced model (HadCM3 is in black, IPSLCM5 is in red,
MPI- ESM is in green, ORCA05 (forced configuration) is in blue, EC-Earth is in magenta, BCM2 is
in cyan.). a Atlantic meridional stream function maximum at 26◦N, b absolute value of the minimum
(ie maximal transport due to convention of rotation orientation) of the barotropic stream function in
the Atlantic subpolar gyre. A 10-year smoothing has been applied to all the time series. The error bars
at the end of each time series represent two standard deviations computed in the control simulations.
Figure from Swingedouw et al. (2013b).

We have argued that the magnitude of the freshwater leakage is related to the asymmetry between the
subpolar-subtropical gyres in the control simulations, which may ultimately be a primary cause for the
diversity of AMOC responses to the hosing in the multi-model ensemble. This hypothesis remains to
be more deeply investigated.

Using the coupled climate model of intermediate complexity CLIMBER3α, I investigated more
specifically the sensitivity of the AMOC to the freshwater input location: we compared experiments
where a surface freshwater perturbation was applied either in the high latitudes of the North Atlantic
(over the deep convection sites) or in the Atlantic mid-latitudes. We found that although both experi-
ments lead to a rapid shut-down of deep water formation and the AMOC (Fig. 4.9, first 100 years) and
to a surface cooling in the North Atlantic (Fig. 4.10, top panels), they induce radically different sub-
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Figure 4.9: Time series of the maximum overturning circulation (solid) and overflow over the Green-
landÐScotland ridge (dashed) annual averages in two experiments where additional anomalous freshwa-
ter was imposed in a control simulation of the climate model of intermediate complexity CLIMBER-3α
model (Mignot et al., 2006). In S-2050N, the anomalous freshwater input was applied in the North
Atlantic between 20◦N and 50◦N (cold case, blue) and in S-5080N, it was applied in the North Atlantic
between 50◦N and 80◦N (warm case, red), respectively. The perturbation (equivalent to a freshwater
flux of 0.35 Sv) was applied during 100 yr (black vertical line) before being removed.

surface temperature anomalies (Fig. 4.10, bottom panels). This difference was to shown to be linked
to the possibility for intermediate depth ventilation to take place or not. When anomalous freshwater
is imposed directly on the convection sites (experiment called S-5080N here), ventilation is completely
capped and thus suppressed. The subsurface waters in the North Atlantic are then completely isolated
from the cold atmosphere in the northern NorthAtlantic and only the subtropical ventilation is active.
Propagation of warm water masses at intermediate depth into the northern North Atlantic leads to
robust warm subsurface anomalies and the development of a strong vertical temperature inversion in
the Nordic Seas (warm case). When anomalous freshwater input is imposed further away from the
convection areas, namely at subtropical latitudes (experiment S-2050N here), intermediate depth ven-
tilation at subpolar latitudes can remain active and subsurface waters are cooled by contact with the
atmosphere (cold case). These two cases have been reported separately in previous studies, without
being specifically explicited: Manabe and Stouffer (1997) and Rind et al. (2001) for example reported
a subsurface cooling in response to the shut-down of the AMOC while Rühlemann et al. (2004) and
Knutti et al. (2004) observed a warming. Our study sheds light on understanding these differences: the
sign of the anomaly depends on whether intermediate ventilation continues or is shut down completely
under freshwater perturbation and the magnitude and region of water hosing required to completely
shut down intermediate water formation is model dependent. Note that a subsurface warming was also
found in Swingedouw et al. (2013b)’s multimode study, showing that the mechanism of subsur-
face advection of Atlantic water towards the Nordic Seas, when a freshwater perturbation is released
uniformly across the entire North Atlantic is robust across models in a refined experiment mimicking
Greenland Ice Sheet melting.

We also showed that the subsurface temperature structure has crucial implications for the recov-
ery of the AMOC once the freshwater perturbation is removed (Fig. 4.9). In experiments where the
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In S-2050N, the freshwater-induced salinity anomalies
are carried to the north by the oceanic circulation itself
(e.g., Goelzer et al. 2006). This is why time scales are
longer while the amplitude of the reduction is smaller
(see also Rahmstorf 1996; Manabe and Stouffer 1997).

The pattern of sea surface temperature difference to
the control run is qualitatively the same for both ex-
periments (Figs. 3a,b), and corresponds to the classic
picture associated with a reduction of the northward
oceanic heat transport [e.g., Manabe and Stouffer
(1988) in equilibrium experiments; Vellinga and Wood
(2002) in transient experiments]: the South Atlantic is
warmer than the control run by 0.5–2 K while a cooling

of up to 8 K occurs in the North Atlantic. In the latter
basin, cooling is maximal (12 K in S-5080N and 10 K in
S-2050N) in the deep-water formation regions as a re-
sult of the shutdown of deep convection. The anoma-
lous surface air temperature show the same qualitative
north–south dipole, with maximum amplitude over
the Nordic Seas being higher in S-5080N, as shown in
Fig. 2b.

On the other hand, strong differences between the
two experiments arise at an intermediate depth in the
northern North Atlantic (Figs. 3c,d). In the S-2050N
experiment, temperature anomalies at 300 m are of the
same sign as surface anomalies. In S-5080N, a strong
warm anomaly is found north of 50°N. In the North
Atlantic Tropics and subtropics, the waters at 300 m are
colder than in the control run, but the anomaly is much
reduced as compared to S-2050N at corresponding lati-
tudes. Southern Atlantic subsurface is anomalously
warm in both experiments.

The zonally averaged fields further document these
Atlantic subsurface temperature anomalies (Fig. 4).
The warming of the northern North Atlantic in
S-5080N is maximal between 300 and 700 m, and
reaches more than 8 K locally. We will refer to this

FIG. 3. Sea surface temperature anomaly in the Atlantic after
100 yr of anomalous forcing as compared to the control run in
experiments (a) S-5080N (warm case) and (b) S-2050N (cold
case), respectively. The black contour lines represent 0 K. (c), (d)
Same as (a), (b), but for the temperature at 300-m depth.

FIG. 4. Zonally averaged temperature anomaly in the Atlantic
after 100 yr of anomalous forcing in experiments (a) S-5080N
(warm case) and (b) S-2050N (cold case), respectively, as com-
pared to the control run. The black contour line represents 0 K.
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Figure 4.10: Sea surface temperature anomaly in the Atlantic after 100 yr of anomalous forcing as com-
pared to the control run in experiments where (a) where the freshwater anomaly has been imposed over
the sub polar latitudes (50◦N-80◦N, S-5080N, warm case) and (b) the freshwater anomaly has been im-
posed over the subtropical latitudes (20◦N-50◦N, S-2050N, cold case), respectively in the CLIMBER3α
climate model (same experiments as in Fig. 4.9). The black contour lines represent 0 K. (c), (d) Same
as (a), (b), but for the temperature at 300-m depth. From Mignot et al. (2006).

AMOC was perturbed in mid-latitudes, and where subsurface cold anomalies were maintained by inter-
mediate depth ventilation, the AMOC recovery is gradual, typically occurring over a century. In this
case, it is the weak and shallow residual circulation associated with this ventilation that progressively
evacuates the freshwater and brings at the same time relatively salty tropical waters to the north.
When a warm reservoir has developed in subsurface, on the contrary, the recovery occurs on decadal
timescales. Indeed, SSS rises rapidly and, with the help of wind-driven upwelling, the water column
can be easily destabilised. This gives rise to intense flushes of deep water formation that evacuate
the warm subsurface anomaly very quickly through air-sea interactions and erode the surface fresh
anomaly. These initial flushes allow a rapid increase of the subsurface northward density gradient.
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A sustainable AMOC and permanent deep water formation in the North Atlantic thus occur within
another decade. Additional experiments where the freshwater input was applied for a longer period
even showed an AMOC overshoot of its initial value during the recovery. This resembles the dynamics
of the Dansgaard-Oeschger warm events recorded during the last glacial cycle in Greenland and other
locations (Dansgaard et al., 1993), and corroborates the results of simulations of Dansgaard-Oeschger
events obtained with two-dimensional ocean models (Winton, 1997; Ganopolski and Rahmstorf, 2001).
Interestingly, a pronounced warming of the subsurface water masses during cold (stadial) conditions in
the Nordic Seas was reported by Rasmussen and Thomsen (2004), though the interpretation of benthic
isotopes remains ambiguous. Additional simulations, especially using glacial climate conditions, would
be needed to corroborate applicability of our results to the mechanism of Dansgaard-Oeschger events.

The sensitivity of the AMOC to an anomalous freshwater input at high latitudes indeed also de-
pends on the background state. Swingedouw et al. (2009) have indeed compared pairs of IPSL-CM4
simulations of several climatic states [last interglacial, Last Glacial Maximum (LGM), mid-Holocene,
preindustrial, and future (2 x CO2)] where an anomalous freshwater input computed interactively
according to a surface heat flux budget over the ice sheets is applied. This study has shown that, in
agreement with the literature, the AMOC is more sensitive to freshwater input under LGM conditions
than under warmer climates. In a complementary study, we have suggested the existence of a freshwa-
ter threshold for which the AMOC collapses: three glacial simulations obtained with the IPSL-CM4-v2
coupled general circulation model and differing by successive 0.1 Sv freshwater perturbations in the
North Atlantic yielded AMOC strengths of 18, 15 and 2 Sv respectively Kageyama et al. (2009).
These different AMOC states have with very different global climatic impacts, which may explain the
wide amplitude of variations variations as recorded by paleorecords from distant locations on the globe
during the last glacial period. Unfortunately, in none of the above to studies we tested the presence
of subsurface warm waters in the subpolar North Atlantic. Using a climate model of intermediate
complexity with glacial boundary conditions, Flückiger et al. (2006) found a strong subsurface cooling
for a freshwater perturbation of 0.2 Sv (as compared to an on-state with the same freshwater flux),
and a subsurface warming for a large freshwater flux (0.4 Sv). This differs from our results, where the
sign of the subsurface anomaly does not depend on the strength of freshwater forcing but it confirms
that subsurface warming may occur under LGM conditions thereby giving credit to applicability of
our results to understand past climatic events.

Finally, regarding the future climate, Swingedouw et al. (2014) found a moderate additional
decrease of the AMOC at 26◦N of 1.1 ± 0.6 Sv after 40 years of 0.1 Sv hosing between 2050 and 2089
(FutHos) as compared to the experiments with no additional hosing (FutCon). The rationale for this
additional freshwater flux imposed in addition of the increase of atmospheric greenhouse gases concen-
tration is to account for the projected Greenland ice sheet melting discussed above. The impact of the
anomalous freshwater input is reduced compared to identical hosing simulations under recent historical
climate conditions performed on the same ensemble of models (Swingedouw et al., 2013b). This
reduced sensitivity in future climate is first explained by a tendency of decoupling is detected between
the surface and the deep ocean caused by an increased thermal stratification in the North Atlantic
under the effect of global warming. This induces a shoal- ing of ocean deep ventilation through con-
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vection hence ventilating only intermediate levels. The second important effect concerns the so-called
Canary Current freshwater leakage discussed above. This leakage is increasing in a warming climate,
which is a consequence of decreasing gyres asymmetry (Fig. 4.11) due to changes in Ekman pumping.
We suggest that these modifications are related with the northward shift of the jet stream in a warmer
world. For these two reasons the AMOC is less susceptible to freshwater perturbations (near the deep
water formation sides) in the North Atlantic as compared to the recent historical climate conditions.

This sensitivity of the AMOC to freshwater flux in the high latitudes is also dependent on the
vertical mixing parametrisation. Classical conceptual views to the thermohaline circulation, consid-
ering the AMOC as a narrow sinking in high latitudes and a broad upwelling in low latitudes (thus
omitting the southern ocean and other basins), state that it should increase with (i) equator-to-pole
surface density differences, which favours the northern branch towards the North, and (ii) with vertical
diffusivity at low latitudes which drives the upwelling of deep water and thus possibly the return branch
of the AMOC. The overturning strength ψ classically obeys (e.g. Welander, 1986):

Ψ ≈ ∆ρ1/3κ2/3 (4.1)

where ∆ρ is the equator-to-pole surface (or midlatitude surface-to-depth, as the two are equal in
classical oceanographic configurations) density difference and κ is the vertical diffusivity. If κ is fixed
in the ocean interior, as it is the case in most ocean general circulation model, including NEMO up
to now, the AMOC strength obviously increases with density difference. On the contrary, it decreases
if ∆ρ is artificially weakened through anomalous freshwater input at high latitudes, as in the case
of the freshwater hosing experiments discussed above. Yet, since more turbulent kinetic energy is
naturally required to displace water across a strong vertical density gradient, the vertical diffusivity of
the ocean interior is in reality probably influenced by stratification. Thus, κ is expected to decrease
when ∆ρ increases. Depending on the scaling law of κ with ∆ρ, the AMOC may thus finally increase
or decrease with decreasing ∆ρ. Nilsson and Walin (2001) used a two-layer model to show that
under plausible parameterisations of κ as a function of stratification, freshwater forcing could act as
a "booster of thermohaline circulation". These results were confirmed in an idealised setup for an
OGCM (Nilsson et al., 2003). Nevertheless, we didn’t find such freshwater-boosted regime in the
global coupled climate model of intermediate complexity CLIMBER-3α (Montoya et al., 2005).
The vertical diffusivity was parameterised as κ ≈ N−α, where N is the local buoyancy frequency and
the parameter α is a measure of the sensitivity of the vertical diffusivity to changes in stratification.
In this model, the overturning was found to be reduced by the anomalous freshwater flux, independent
of the choice of α. For high values of α (larger than a threshold value found to be between 0.5 and
1), a sharp increase in the sensitivity of the AMOC to anomalous freshwater flux, in the sense of
a reduction, was even found. Indeed, in this case, the anomalous increase of stratification at high
latitudes and the associated reduction of deep water convection, not accounted for the in scaling,
was found to dominate the decrease of stratification at high latitudes (and associated equator-to-pole
density gradient). The overturning thus significantly weakens (Marzeion et al., 2007). More work is
needed to better understand the possible effects of a more realistic parametrisation of vertical diffusivity

66



Forcing
D. Swingedouw et al.

1 3

3.6  Bilinear model

In order to disentangle the two processes that seem to explain 
the weaker sensitivity of the AMOC to freshwater release in 
a warmer world, we propose a very simple bilinear model. In 
this model, the AMOC variations are a function of decreas-
ing deep ocean ventilation and gyre asymmetry in the control 
simulation (slightly affected by hosing, cf. S2013)

where ∆ stands for the difference between hosing and 
control simulation, ν is the ventilated volume in the North 

∆AMOC = !V + µA

Atlantic defined as the volume of water in the winter 
mixed layer depth, when deeper than 300 m. A is the gyre 
asymmetry in the control experiment. λ and µ are the two 
parameters determined following a bilinear regression. This 
simple statistical model implicitly assumes that the two 
proposed processes are independent, which seems reason-
able given the different locations and processes involved. 
The regression gives the following values for the two 
parameters: λ = 0.4 ± 0.032 nHz and µ = 1.8 ± 0.14 Sv/
Lat, with an r2 = 0.83 (significant at the 99 % thresh-
old using a two-sided t test), which is larger than for the 
two individual linear models related with each parameter  

Fig. 12  Figure updated from 
S2013 with projections and 
impact simulations (FutCon 
and FutHos) presented in this 
paper. a AMOC changes versus 
‘‘freshwater leakage’’ (FW 
leakage) averaged over the 4th 
decade. The AMOC changes 
are defined as the difference 
between the melt water impact 
and control projections for the 
AMOC maximum at 26°N. FW 
leakage is defined as the aver-
aged salinity anomaly over the 
region 20°S–50°N, 50°W–20°E 
up to 1,000 m depth for the 
4 decade. The black lines are 
a least squares linear regres-
sion made with the 11 couples 
of simulations (r2 = 0.47, 
p < 0.05). b Same as a but for 
the AMOC changes at 26°N 
versus the slope of the gyres 
(r2 = 0.77, p < 0.01) computed 
from a linear regression of 
the zero line of the barotropic 
stream function between 
45°W–15°W and 40°N–50°N 
expressed in degrees of latitude 
for 10° of longitude. The x 
and y error bars at the end of 
each time series represent two 
standard deviations computed 
in the control simulations. The 
horizontal squares stand for the 
new simulations presented in 
this paper, while the diamonds 
are the simulations points from 
S2013 (cf. their Fig. 8)

Figure 4.11: a AMOC changes versus "freshwater leakage" (FW leakage) averaged over the 4th decade
of anomalous freshwater input of 0.1 Sv applied uniformly around the Greenland coast in the same
5 coupled models as in Fig. 4.8. The AMOC changes are defined as the difference between the melt
water impact in control and future climate conditions for the AMOC maximum at 26◦N (horizontal
squares). The diamonds are the simulations points from (Swingedouw et al., 2013b) (difference
between hosing and control experiments under historical forcing). FW leakage is defined as the averaged
salinity anomaly over the region 20◦S-50◦N, 50◦W-20◦E up to 1,000 m depth for the 4th decade. The
black lines are a least squares linear regression made with the 11 couples of simulations (r2 = 0.47, p
< 0.05). b Same as a but for the AMOC changes at 26¡N versus the slope of the gyres (r2 = 0.77, p
< 0.01) computed from a linear regression of the zero line of the barotropic stream function between
45◦W-15◦W and 40◦N-50◦N expressed in degrees of latitude for 10◦ of longitude. The x and y error bars
at the end of each time series represent two standard deviations computed in the control simulations..
From Swingedouw et al. (2014).
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in ocean general circulation models. Interestingly, this point is currently being developed and tested
in the NEMO model: de Lavergne et al. (2016) have recently shown that accounting for for reduced
mixing efficiencies in regions of weak stratification or energetic turbulence strongly limits the ability
internal mixing to drive abyssal Antarctic Bottom Water upwelling. A parametrisation where internal
mixing is proportional to the available energy, that is N−2 will be implemented in the version of the
IPSL-CM climate model in preparation for CMIP6.
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Chapter 5

Predictability and predictions

In contrast to both weather and seasonal forecasts, "decadal prediction", which encompasses predic-
tions on annual, multi-annual to decadal timescales, is still an emerging topic. The possibility of
making skilful forecasts on these timescales, and the ability to do so, is investigated by means of pre-
dictability studies as well as retrospective predictions (hindcasts) made using the latest generation of
climate models. The ocean is assumed to be among the most predictable component of the climate
system on the decadal timescale due to its large thermal inertia. Indeed, as illustrated in the previous
chapters, it plays a key role in climatic variability at these timescales. However, we saw that there is
no clear consensus on the timescale and the mechanism of climatic variability, and there is also still
no clear understanding of the predictability limits associated to the ocean. Using several techniques
and several models, Branstator and Teng (2010, 2012); Branstator et al. (2012) have estimated that
information from the ocean heat content in the upper 300m initial conditions may persist for about one
decade. Beyond this limit, initial conditions have no remaining impact and this may be the upper limit
for climate predictions. It is important to note that predictions at decadal timescales differ from the
traditional climate projections primarily through the initialisation step, where models’ variability is
constrained towards direct observations of the climate system or to estimations via reanalyses. Thereby,
decadal predictions aim at reproducing the observed fluctuations whereas climatic projections only aim
at estimating the response of the climate system to external forcings. Even if the ocean provides most
predictability at decadal timescales, the extent to which predictability of oceanic variables (such as
AMOC or upper oceanic heat content) can be leveraged for prediction of meteorological variables over
land is not clear at all. As discussed above, this is fundamentally a consequence of much weaker air-sea
coupling in middle latitudes as compared to the tropics. Nevertheless, decadal variations of SST in
this region (AMO) are thought to influence important climatic features, including rainfall over the
African Sahel, India and Brazil, Atlantic hurricanes and summer climate over Europe and America
(Pohlmann et al., 2004; Sutton and Hodson, 2005; Zhang and Delworth, 2006; Knight et al., 2006;
Dunstone et al., 2011, e.g.). As there is evidence from climate models that the AMO is linked to the
Atlantic Meridional Overturning Circulation (AMOC) (Knight et al., 2005), the AMOC has therefore
been considered as a key target for the study of decadal potential predictability (Delworth and Mann,
2000; Curry et al., 2003; Latif et al., 2004; Collins et al., 2006, e.g.).
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5.1 Predictability

Predictability of a physical or mathematical system may be defined as the rate at which the trajec-
tories of initially close states separate, or the rate of displacement and broadening of initial states
probability distribution (Branstator and Teng, 2010). Predictability is typically estimated from model
experiments, although it may then depend on the model on which it is based and do not necessarily
fully represent the behaviour of the physical climate system. Predictability studies, used with care, can
nevertheless give an indication as to where, under what circumstances, and the level of confidence with
which it may be possible to predict various climate parameters on timescales from seasons to decades.

Using a 1000-year control run of the IPSL-CM5A-LR climate model, we have analysed the prog-
nostic potential predictability (PPP) of the AMOC through ensembles of simulations with perturbed
initial conditions (Persechino et al., 2013) (Fig. 5.1). Based on a measure of the ensemble spread,
the modelled AMOC has an average predictive skill of 8 years, consistently with other studies (Griffies,
1997; Pohlmann et al., 2004; Collins et al., 2006; Hawkins and Sutton, 2008; Msadek et al., 2010),
with some degree of dependence on the AMOC initial state (see also Hermanson and Sutton, 2010;
Msadek et al., 2010). Diagnostic and prognostic potential predictability clearly bring out the same
regions exhibiting the highest predictive skill. Generally, surface temperature has the highest skill up
to 2 decades in the far North Atlantic ocean. There are also weak signals over a few oceanic areas in
the tropics and subtropics. Predictability over land is restricted to the coastal areas bordering oceanic
predictable regions. Potential predictability at interannual and longer timescales is largely absent for
precipitation in spite of weak signals identified mainly in the Nordic Seas. Regions of weak signals
show some dependence on AMOC initial state. All the identified regions are closely linked to decadal
AMOC fluctuations suggesting that the potential predictability of climate arises from the mechanisms
controlling these fluctuations. Evidence for dependence on AMOC initial state also suggests that
studying skills from case studies may prove more useful to understand predictability mechanisms than
computing average skill from numerous start dates.

These model experiments are referred to as a perfect model framework for several reasons. One
of them is that as already indicated, the observed climate variability results from internal interactions
between the climate components, with a major role of the ocean at decadal timescales, superposed to
forced external variations induced by the increase of greenhouse gases in the atmosphere and/or other
sources of external forcing such as volcanic eruptions. Future evolution of the latter is not predictable
(as far as volcanic eruptions are concerned for example) or based on scenarios (as for the greenhouse
gases and aerosols) which contain some uncertainty. They are not included in the protocol shown
above. Another reason is that these experiments assume perfect knowledge of ocean initial conditions
while in reality, this knowledge is limited by the data availability and possibility to start (initialise) the
model from the observed state. Within the fifth international coupled model intercomparison project
(CMIP5), the scientific community has conducted, for the first time, a coordinated ensemble of sim-
ulations for decadal predictions. The aim of this initiative was to estimate the predictability of the
climate modulations, in particular at regional scales. One underlying hypothesis for this exercise was
that oceanic observations were now sufficiently long and precise to reconstruct climate decadal variabil-
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experiments I and 15P that start from neutral mean states

have no predictive skills (as defined in Sect. 2.1.2); indeed

EC is not significant for lead-times of 5 to about 15 years
(Fig. 6). However, ES saturates after 5 and 7 years

respectively. Based on ES only, this could still indicate a

weak predictability. The above results suggest that pre-
dictability depends on the AMOC initial state, although the

limited number of experiments limits the robustness of this

claim.
Given the AMOC impact on climate (Fig. 2), the ability

of the model to predict an extremum such as the one of the

year 2071 (Fig. 1) could be of great interest. Such an
ability is identified in experiment 5P, which shows the

second highest predictive skills (after S) with a limit of

predictive skill of about 8 years (that is after the peak has
been captured, Fig. 6). In contrast, strictly speaking,

experiment 15P has no predictive skills (as defined in Sect.

2.1.2). Nevertheless, this experiment still succeeds in
capturing the peak of the year 2071 as seen in the plumes in

Fig. 3, where most of the members exhibit a positive

AMOC anomaly at 15 years lead-time. This feature is
somewhat reflected in the statistically significant EC cal-

culated for a lead-time longer than 15 years (i.e. when the

peak is included). Although Fig. 3 shows that the

amplitude of the peak is not well reproduced, there is some

evidence for the ability of the model to capture an extreme

AMOC event up to 15 years in advance. Note here that,
despite the fact that ES saturates very rapidly and is not

associated with a significant EC, EC alone still gives useful

information about this ability to capture a peak. This
underlines the importance of considering each metric (ES

and EC) separately in addition to their combined infor-

mation, in order to identify interesting features such as
extreme events.

By averaging the maximum lead-time at which ES sat-

urates for the five ensemble experiments, we found an
average saturation level reached after 8 years. Note, how-

ever, that at this lead-time, the average EC amounts to 0.51

which is not significant at the 90 % level when considering
the average number of degrees of freedom over each

starting date (see Appendix 1). Indeed, Fig. 5 and Fig. 6

show that EC strongly depends on the starting date. For
such a limited number of starting dates, it is thus of limited

use for an estimation of the average predictive skill. It

seems therefore reasonable to claim that, based on ES
alone, the average predictive skills of the AMOC is of

about 8 years in the IPSL-CM5A-LR model. Again, this

lead-time is more than the persistence time of the AMOC
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Fig. 3 ‘‘Plumes’’ of maximum-annual mean AMOC between 20 and
50!N from ensembles of the IPSL-CM5A-LR in which the initial
conditions have been perturbed. Five ensembles are shown starting
from different dates in the control simulation. The individual
ensemble members are shown as coloured lines, the ensemble mean

as the red thick line, and the control run as the thick black line. The
middle horizontal black line is the mean AMOC, and both upper and
lower horizontal black lines show standard deviations highlighting the
range of variability of the AMOC
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Figure 5.1: ’Plumes’ of maximum-annual mean AMOC from ensembles of the IPSL-CM5A-LR in
which the initial conditions have been perturbed (from (Persechino et al., 2013)). Five ensembles
are shown starting from different dates in the control simulation. The individual ensemble members,
generated by applying at each grid point an anomaly randomly chosen between −0.05◦C and +0.05◦C to
the SST field passed to the atmosphere at the first time step, are shown as coloured lines, the ensemble
mean as the red thick line, and the control run as the thick black line. The middle horizontal black
line is the mean AMOC, and both upper and lower horizontal black lines show standard deviations
highlighting the range of variability of the AMOC.

ity and that climate models were sufficiently accurate to realistically represent variability mechanisms
and be compatible with observations. Although this exercise has been very instructive in general,
and for us at IPSL in particular, main results in terms of prediction skill may suggest that these as-
sumptions were over optimistic. Main results from this exercise show that surface air temperature at
the global scale have considerable prediction skill for a number of years, but mainly provided from the
externally forced component after the first few years (Doblas-Reyes et al., 2013), Kirtman et al. (2013).
In general, prediction skill over land is very weak, and oceanic variables show the creates prediction
skill beyond the externally forced variations. I present below the work we have been developing at
IPSL on this topic. Building on Cassou and Mignot (2013), one can define four necessary steps in
order to perform predictions: (1) the initialisation of the model, (2) the generation of the ensemble,
(3) the model integration, taking into account the external forcing, and (4) debiasing the model. This
work was performed within the MEDDEM-GICC EPIDOM project and the EUFP7 SPECS project,
for both of which I coordinated IPSL activities.
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5.2 Model initialisation

As reviewed byMeehl et al. (2014) and Kirtman et al. (2013), initialisation techniques are numerous,
including assimilation of surface information only (e.g. Keenlyside et al. 2008; Merryfield et al. 2010,
Swingedouw et al. 2013a; Ray et al. 2015), restoring to 3-dimensional data (e.g. Voldoire et al.,
2014; Bombardi et al., 2014), forcing of the ocean model with atmospheric observations (Matei et al.,
2012; Yeager et al., 2012), partial coupling techniques (Thoma et al., 2015), and more sophisticated
alternatives based on fully coupled data assimilation schemes (Zhang, 2007; Sugiura et al., 2009; Kar-
speck et al., 2014). This diversity of approaches to reconstruct an initial state is due to a combination
of factors: the lack of quality multi-decadal three-dimensional ocean observations, the presence of cli-
mate model errors and drift, the impact of external forcing, the large range of space and time scales
involved, to name the main ones. As a consequence, defining the most effective initialisation strategy
is a challenge and none has yet been identified as ’the best’. It is indeed still difficult to distinguish
whether one specific method clearly yields enhanced skill, as few studies have focused on comparing
different techniques with a single climate model. Using perfect model approaches, Dunstone and Smith
(2010) and Zhang et al. (2010) found, rather unsurprisingly, an improvement in skill when subsurface
information is used as part of the initialisation. Nevertheless, given the uncertainty in ocean reanalysis
below the surface (e.g. Ray et al. 2015, Karspeck et al. 2015) (Fig. 5.2), several studies also focused
on prediction skill using only information from the sea surface (e.g. Keenlyside et al., 2008; Merry-
field et al., 2010). Recently for example, Counillon et al. (2014) tested the accuracy of an ensemble
Kalman filter SST assimilation skill for predictions: they show that although for specific hydrographic
properties, more observations should be assimilated in addition to SST, the system does demonstrate
decadal predictability for Atlantic overturning and sub-polar gyre circulations, as well as heat content
in the Nordic Seas. Surface initialisation has been the claimed approach at IPSL.

In order to validate this approach, we first returned to perfect model studies (Servonnat et al.,
2014). We considered a target period of the long control simulation of the IPSL-CM5A-LR climate
model; SST and SSS data from this target are used to nudge a simulation starting from a completely
independent start date, in the aim of reproducing the target climate sequence. Advantages of such
approaches is limit model-observations inconsistencies, thereby optimise the effect of the nudging, and
to have a perfect knowledge of the target, in terms of AMOC in particular, thereby allowing a precise
assessment of what has been reconstructed and not. Our experiments showed that in the tropics, nudg-
ing the SST is enough to reconstruct the tropical atmosphere circulation and the associated dynamical
and thermodynamical impacts on the underlying ocean (Fig. 5.3, left). The joint SST + SSS nudging
applied over the whole ocean is nevertheless the most efficient approach in general. At mid to high
latitudes, in particular, it ensures that the right water masses are formed at the right surface density,
the subsequent circulation, subduction and deep convection further transporting them at depth (Fig.
5.3, right). Kumar et al. (2014) and Ray et al. (2015) confirmed in historical conditions that SST
nudging is efficient in reconstructing the observed subsurface variability in the equatorial Pacific.

Regarding mid to high latitudes and the important role of SSS nudging, this is more difficult to
apply in historical conditions. Indeed, as indicated earlier in this document, SSS observations are still
rare and relatively uncertain, in particular at the global sale. Tests performed up to now using SSS re-

72



Predictability and Predictions2338 S. Ray et al.

1 3

parameter to reconstruct in the context of generating ini-
tial conditions for decadal climate predictions (Meehl et al. 
2009; van Oldenborgh et al. 2012). Several groups (Levi-
tus, Domingues, Ishii) have reconstructed this integrated 
quantity without using a climate model.

Comparison of the upper 0–700 m heat content (Fig. 3a) 
from reconstructed datasets (Levitus, Ishii and Domingues) 
and the reanalyses (SODA and ORAS4) highlights the dis-
crepancies among the different products, even for periods 
in the late twentieth century when the observational cov-
erage was relatively high (Corre et al. 2012). The correla-
tion among the different datasets is shown in Fig. 3c using 
a 20-year sliding window. The bold marks highlight 90 % 
significant correlation between the respective products. The 
reconstructed products are significantly cross-correlated for 
very limited time periods, indicating a weak agreement in 
terms of interannual variability. The reanalyses do not show 
significant agreement among themselves either (Fig. 3c). 
This is consistent with the large discrepancies in tempera-
ture below the first few hundred meters of the upper ocean, 

as seen in Fig. 2. We note that, the reconstructed dataset 
from Levitus shows significant correlation with SODA for 
a longer period than with ORAS4 (Fig. 3c). These results 
confirm the uncertainty in the upper ocean heat content var-
iability in observations and reanalyses discussed by Achu-
taRao et al. (2007) and Gleckler et al. (2012). Instrumen-
tal biases, and their relative contribution to the observing 
system over time, have added to the discrepancies among 
the datasets. Gleckler et al. (2012) indeed pointed toward 
the structural uncertainty among the different datasets and 
attributed it mainly to the impact of different methods of 
XBT bias corrections.

The integrated oceanic heat content over the upper 
300 m shows less discrepancy. In particular, reanalyzed 
data down to this depth are significantly correlated among 
themselves (Fig. 3d). This is consistent with the relatively 
good agreement of temperature down to 300 m depth in 
all basins (Fig. 2). This indicates that oceanic heat content 
down to 300 m could be used with relative confidence to 
validate the oceanic subsurface reconstruction.

(a) (b)

(c) (d)

Fig. 2  In-phase correlation between SODA and ORAS4 for annual mean over the period 1958–2001 for zonally-averaged temperature for a 
global, b Pacific, c Atlantic, and d Indian Ocean. Correlations significant at the 90 % level are shown. Isotherms of SODA overlaid in black
Figure 5.2: In-phase correlation between SODA (Giese and Ray, 2011) and ORAS4 (Balmaseda et al.,
2013) reanalysis for annual mean over the period 1958-2001 for zonally-averaged temperature for a
global, b Pacific, c Atlantic, and d Indian Ocean. Correlations significant at the 90 % level are shown.
Isotherms of SODA overlaid in black. From Ray et al. (2015)

analysis data sets have not been conclusive. The use of regional SSS data sets, to constrain specifically
the North Atlantic for example, or the use of statistical properties between SST and SSS anomalies in
the North Atlantic in order to constrain the water masses formation location is among our next ideas
to be tested. In the meantime, we focus on SST nudging away from sea ice areas. Swingedouw et al.
(2013a) have shown that such system has skill in reproducing the Atlantic Meridional Overturning
Circulation (AMOC) variability (Fig. 5.4). In fact, this skill partly arises from the effect of external
forcing, identified as volcanic eruptions, which contribute to phase the AMOC variability by resetting
the 20-year internal variability model described above (Escudier et al., 2013; Ortega et al., 2015)
(Fig. 5.4 panels (e) and (d) ). The nudged simulations nevertheless better reproduce this second max-
imum than the historical simulations. This is due to the initialisation of a cooling of the convection
sites in the 1980s under the effect of a persistent North Atlantic oscillation (NAO) positive phase, a
feature not captured in the historical simulations. In terms of oceanic temperature, SST nudging
has proven to allow significant reconstruction of the subsurface in specific regions, namely region of
subduction in the subtropical Atlantic, below the thermocline in the equatorial Pacific and, in some
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variance in the nudged simulations than in the target in the

Southern Ocean and in the North Atlantic, south of Iceland.

It is attributed to spurious convection occurring in the sea-
ice border regions that trigger spuriously high variability

(see above and below).

4 Influence of the surface nudging at depth

In this section we assess to what extent the surface

restoring is able to reconstruct the subsurface temperature

and salinity variability and explore the processes involved.

For that purpose, correlations of vertical profiles of tem-

perature and salinity are computed for different oceanic

regions and for the 150 years of the simulations. As the
processes involved are quite different, we analyse the tro-

pics and the higher latitudes separately. The time series are

detrended using the procedure detailed in the ‘‘Appendix’’.
We focus on the first 2,000 m of the ocean, as deeper

regions have too few degrees of freedom. For the mid- to

high latitudes, results were unchanged when considering
only a seasonal (winter or summer) analysis (not shown).

The same correlation profiles were also done for the three

consecutive 50-years periods (mimicking the length of the
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Fig. 5 Correlation between the nudged simulations (colour solid
lines, see legend for the colour code), the free run (grey solid line) and
the target with depth, for temperature (upper row) and salinity (lower
row), and for the areas indicated at the top of each panel (tropical
Indian: 50/110!E, -20/20!N, Western tropical Pacific: 140/180!E,
-20/20!N, eastern tropical Pacific: -130/- 90!E, -20/20!N, trop-
ical Atlantic: -80/0!E). The dashed vertical lines show the 99 %
significance level for the correlation (Student t test taking into account
the effective length of the time series). The coloured circles indicate

the depths for which the correlation is significant (outside the dashed
interval) and the Fisher F test not rejected (at 99 %). The grey squares
highlight when the correlation is not different from the correlation
between the free run and the target (test of difference between two
Pearson correlation coefficients based on the Fisher transform, at
99 %). The horizontal solid lines show the mean depth of the 20 !C
isotherm. The horizontal grey dashed line at -272 m indicates a
change in the vertical scale

Reconstructing the subsurface ocean decadal 323

123

in the reconstruction of the upper ocean, i.e. above the

thermocline.

In the tropical Indian and Atlantic oceans the SST
nudging is mainly able to reconstruct the temperature

(Fig. 5a, d) and salinity (Fig. 5e, h) down to the mean

thermocline (defined as the depth of the 20 !C isotherm,
solid horizontal line). Nevertheless, we can see on Fig. 6

(lower panel) that the correlation signal in the equatorial

Indian Ocean extends below the thermocline while it does

not in the Atlantic Ocean. Given the complexity of the

equatorial processes in the Indian Ocean, further investi-

gation of this basin are deferred to a dedicated study. In the
equatorial Atlantic, the influence of adjacent continents

perturbs the reconstruction of the large-scale atmospheric

circulation as compared to the Pacific (Fig. 4b and c),
yielding a much shallower reconstruction of temperature.

The SST nudging at the equator does not extend below the

surface diabatic layers. Another argument is that modes of
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Fig. 7 As Fig. 5 for mid-to-high latitude areas (Southern ocean:
-180/180!E, -60/- 40!N; North Atlantic: -60/0!E, 40/60!N; North
Pacific: 120!E–120!W, 40/60!N). The horizontal solid lines show the

annual mean depth of the 20 !C isotherm and the dashed horizontal
lines the mean JFM and JJA depth of the 20 !C isotherm

Reconstructing the subsurface ocean decadal 325

123

in the reconstruction of the upper ocean, i.e. above the

thermocline.

In the tropical Indian and Atlantic oceans the SST
nudging is mainly able to reconstruct the temperature

(Fig. 5a, d) and salinity (Fig. 5e, h) down to the mean

thermocline (defined as the depth of the 20 !C isotherm,
solid horizontal line). Nevertheless, we can see on Fig. 6

(lower panel) that the correlation signal in the equatorial

Indian Ocean extends below the thermocline while it does

not in the Atlantic Ocean. Given the complexity of the

equatorial processes in the Indian Ocean, further investi-

gation of this basin are deferred to a dedicated study. In the
equatorial Atlantic, the influence of adjacent continents

perturbs the reconstruction of the large-scale atmospheric

circulation as compared to the Pacific (Fig. 4b and c),
yielding a much shallower reconstruction of temperature.

The SST nudging at the equator does not extend below the

surface diabatic layers. Another argument is that modes of
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Fig. 7 As Fig. 5 for mid-to-high latitude areas (Southern ocean:
-180/180!E, -60/- 40!N; North Atlantic: -60/0!E, 40/60!N; North
Pacific: 120!E–120!W, 40/60!N). The horizontal solid lines show the

annual mean depth of the 20 !C isotherm and the dashed horizontal
lines the mean JFM and JJA depth of the 20 !C isotherm
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Figure 5.3: Correlation between the nudged simulations (colour solid lines, see legend for the colour
code), the portion of the free control run starting from the same conditions as the nudged run (grey
solid line) and the target (portion of the control run from which SST and/or SSS data are used for
the nudging and which the nudged run aims at reproducing). Correlations are shown for temperature
(upper row) and salinity (lower row), and for the areas indicated at the top of each panel, as a function
of depth. The dashed vertical lines show the 99 % significance level for the correlation (Student t test
taking into account the effective length of the time series). The coloured circles indicate the depths for
which the correlation is significant (outside the dashed interval) and the Fisher F test not rejected (at
99 %). The grey squares highlight when the correlation is not different from the correlation between
the free run and the target (test of difference between two Pearson correlation coefficients based on
the Fisher transform, at 99 %). The horizontal solid lines show the mean depth of the 20◦C isotherm
and the dashed horizontal lines the mean JFM and JJA depth of the 20◦C isotherm. The horizontal
grey dashed line at -272 m indicates a change in the vertical scale. All experiments are based on the
IPSL-CM5A-LR climate model (Servonnat et al., 2014).

cases, in the North Atlantic deep convection regions (Fig. 5.5 shows the global correlations, see Ray
et al. 2015 for basins separation.

Surface nudging is probably not the technique that allows decadal predictions to start from the
closest state to observations as possible. Nevertheless, in our view, it is perhaps one of the technique
that allows to bring the model most smoothly towards a state not too far from the observations and
still relatively consistent dynamically. Our prediction experiments suggest that it yields some pre-
diction skill beyond the effect of external forcing, indicating that it allows initialisation of some part
of the system (section 5.4). Note however that in all the studies discussed above, we used a fixed
restoring coefficient of 40W/m−2. While measurements of the oceanic heat flux feedback estimate to
be close to this value (Frankignoul and Kestenare, 2002) many nudging studies have instead consid-
ered substantially larger restoring terms (6 to 60 times larger (e.g. Luo et al., 2005; Pohlmann and
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ensemble mean (not shown). This suggests that the SST
nudging has had a significant impact to initialise the

AMOC at 48!N. In contrast and as expected, the control
simulation does not show any clear relationship with the

reconstructions (Fig. 4d), illustrating the fact that the skill

found in the nudged and historical simulations is not
related to the initial conditions. Both the historical and the

nudged simulations therefore show some ability for AMOC

synchronisation with the reconstruction. The phase agree-
ment in low frequency variability of the AMOC is present

in the historical simulations, but not sufficiently to yield

significant correlation. It is improved in the nudged simu-
lations, in particular in terms of amplitude, which may

explain the significant correlation found from 1977
onward.

In order to understand the processes explaining the two
local maxima in the AMOC for the period 1970–2005 in

the historical and nudged simulations, we analyse the

variations of the winter mixed layer depth in the main
convection sites driving the AMOC in the North Atlantic.

The sites are located in the Nordic Seas, south of Green-

land just outside the Labrador Sea, and in an extended area
south of Iceland including the Irminger Sea (Escudier et al.

submitted). Variations in the mixed layer depth and in

surface density in the sites south of Iceland are significantly
correlated with the AMOC variations in the 1,000-year

Fig. 4 AMOC indices defined
as the maximum of the
meridional overturning stream
function in the Atlantic at 48!N.
a Reconstructions from Huck
et al. (2008) in red and Latif
et al. (2004) in blue, b mean and
standard deviation (STD) of
five-member ensemble of
nudged simulations over the
period 1948–2005, c mean and
STD of historical simulations
without any initialisation
method, d mean and STD of
control simulations without any
initialisation and external
forcing. A 3-year running mean
has been applied to all the data
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Figure 5.4: AMOC indices defined as the maximum of the meridional overturning stream function in
the Atlantic at 48◦N. a Reconstructions from Huck et al. (2008) in red and Latif et al. (2004) in blue,
b mean and standard deviation (STD) of five-member ensemble of IPSL-CM5-LR simulations nudged
towards anomalous observed SST over the period 1948- 2005, c mean and STD of historical simulations
without any initialisation method, d mean and STD of control simulations without any initialisation
and external forcing. A 3-year running mean has been applied to all the data. From Swingedouw
et al. (2013a)

Jungclaus, 2009; Dunstone and Smith, 2010) in order to constrain the simulated temperatures more
closely to observations. However, the drawback of using un-physically large restoring values is the risk
of applying overly high restoring heat fluxes in regions with strong model biases, which can tamper
with key high-??frequency ocean-??atmosphere interactions (C. Cassou, pers. comm.). In our case,
strong restoring terms lead to a drift of the AMOC towards unrealistically strong intensity because
of a breakdown of the thermal negative feedback of the AMOC (not shown). In the future, we wish
to investigate other techniques such as the use of a spatially variable restoring coefficient, promising
in a perfect model world (Ortega et al, in prep. ), the use of SSS restoring, making use of the recent
data sets, nudging of the atmospheric circulation. We have submitted several projects to achieve these
tests.
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that in this domain, uncertainty in the observed oceanic 
state is such that no evaluation of the model reconstruction 
can be done. To further emphasize this, we show the cor-
relations both using the SODA reanalysis (top panels) and 
the ORAS4 reanalysis (bottom panel) for the period 1958–
2005. The maximum monthly mixed layer depth is shown 
as a solid blue curve. Outside the tropical band it limits the 
maximum depth that is potentially directly affected by sur-
face fluxes, and therefore, by the nudging.

The tropical regions (30°S–30°N) show strong correla-
tions at the surface and in the upper ocean, following the 
typical bowl shape of the tropical thermocline. Correlations 
are minimum around the thermocline and then are signifi-
cant again down to more than 200 m around the Equator. 
This pattern is seen with both reanalysis and originates in 
the Pacific Ocean (Fig. 9a). Indeed, as discussed in S2014, 
it is associated with the surface wind stress reconstruction 

in that basin (Fig. 7). Around 20°N significant correlations 
in both the Pacific and Atlantic basins (Fig. 9) (stronger in 
the later) extend deeper than the maximum mixed layer 
depth. This suggests that at these latitudes, the signal from 
the surface due to SST nudging is able to penetrate in the 
ocean interior via other mechanisms than just turbulent 
mixing such as the subduction that occurs near the center 
of the subtropical cell. Significant correlations with reanal-
yses is seen between 40°N and 55°N down to 300 m but 
within the winter mixed layer depth (Fig. 9a, b) in both the 
Pacific and Atlantic Ocean. Between 55°N and 60°N signif-
icant correlations are deeper in the Atlantic Ocean than in 
the Pacific Ocean and are associated with deep convection.

Figure 8 further shows regions where the reconstruction 
can be improved, either via adding other types of surface 
nudging like SSS (cf. S2014) or wind stress or by direct 
subsurface nudging. These regions (white areas between 
the color shading and the grey hatching) cover the South-
ern Ocean, mid-latitudes between ~20°S and 60°S down 
to 700 m and the tropics below 300 m. These are regions 

(a)

(b)

Fig. 8  Correlation (significant at the 90 % level) of globally averaged 
zonal subsurface temperature (monthly anomalies) between a LR-
nudged simulation and SODA 2.2.4 for the period 1949–2005; and 
b LR-nudged and ORAS4 for the period 1958–2005. Black contour 
the boundary of 90 % significant correlation among reanalyses, the 
hatched side shows significant disagreement (and includes land points 
as well). The bold blue line is the maximum depth of mixed layer. 
Isotherms from the nudged simulations are in red contours

(a)

(b)

(c)

Fig. 9  Same as Fig. 8a but for a Pacific, b Atlantic, c Indian Ocean 
averaged zonal subsurface temperature (monthly anomalies) between 
LR-nudged simulation and SODA

Figure 5.5: Correlation (significant at the 90% level) of globally averaged zonal subsurface temperature
(monthly anomalies) between a a simulation where SST are nudged towards the observed ERSST data
set using the IPSL-CM5A-LR climate model (one member from the five shown in Fig. 5.4 panel b)
and SODA 2.2.4 for the period 1949-2005; and b the same nudged simulation and ORAS4 for the
period 1958Ð2005. Black contour the boundary of 90 % significant correlation among reanalyses, the
hatched side shows significant disagreement (and includes land points as well). The bold blue line is
the maximum depth of mixed layer. Isotherms from the nudged simulations are in red contours. From
Ray et al. (2015)

5.3 Ensemble generation

As for seasonal predictions, the issue of initial condition uncertainties and chaotic evolution of the
system is dealt with by performing an ensemble of predictions. In principle, the way the ensemble is
generated should reflect the initial state uncertainties. It may impact its future evolution, and therefore
the predicted state and its reliability. Several techniques among the wide range of methods explored
in seasonal prediction (Stockdale et al., 1998; Stan and Kirtman, 2008) have been used so far. Com-
mon methods used for near-term predictions consist in adding random perturbations or perturbation
patterns assessed by singular vectors, to the atmospheric state (Griffies 1997; Pohlmann et al. 2004;
Collins et al. 2006, Swingedouw et al. 2013a; Persechino et al. 2013, Hazeleger et al. 2013b).
Yet, as they do not take into account oceanic uncertainties, these techniques, which are optimised for
the short-term variability, may give only an upper limit of predictability at interannual to decadal
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Figure 5.6: Daily time series of the Euclidean distance between a perturbed and an unperturbed (CTL)
simulations of the IPSL-CM5A-LR model for the SLP (a), SST (b), and T100 (c) (Germe et al.,
2016). Perturbation at the initial time steps has been applied as an anomalous white noise to the SST
field passed to the atmosphere in ATM (as in Fig. 5.1), to the 3-dimensional oceanic temperature in
3D, to the oceanic temperature only below 2000m in DEEP and to the full 3D temperature but with
a magnitude multiplied by 10 in 3D10. The SST is taken as the ocean temperature in the first depth
level, which is 10 m thick. The black thin line corresponds to the natural variability of the temperature
anomalies, assessed as sqrt(2) times the Euclidean norm of the CTL daily STD field once the seasonal
cycle removed. The sqrt(2) factor is explained by the variance of the difference between two time series
of the same variance being twice the variance of the time series.

timescales. They may thus yield under-dispersed predictions, which might therefore be poorly reliable.
In this case, the predictions do not explore the full range of possible states. In more recent studies,
several techniques, such as using lagged atmospheric and oceanic states (Smith et al., 2007; Baehr and
Piontek, 2014), different oceanic reanalysis datasets (Du et al., 2012; Pohlmann et al., 2013; Müller
et al., 2014), fast-growing perturbation patterns assessed by a breeding technique (Ham et al., 2014;
Baehr and Piontek, 2014) or anomaly transforms (Romanova and Hense, 2015), have been proposed to
take into account oceanic uncertainties. Unfortunately, very few analyses focused on the divergence of
the ensemble in itself to give insight on the impact of using one method or another. As one of the few,
Germe et al. (2016) has investigated the impact of accounting for oceanic initial state uncertainties
versus the classical approach accounting for atmospheric state uncertainties on the predictability of
the climate system in a perfect model framework. It is found that a perturbation mimicking random
oceanic uncertainties have the same impact as an atmospheric-only perturbation on the future evolu-
tion of the ensemble after the first three months, even if they are initially only located in the deep ocean
(Fig. 5.6). This is due to the fast (1 month) perturbation of the atmospheric component regardless of
the initial ensemble generation strategy. The divergence of the ensemble upper-ocean characteristics
is then mainly induced by ocean-atmosphere interactions. While the seasonally varying mixed layer
depth allows the penetration of the different signals in the thermocline in the mid-high latitudes, the
rapid adjustment of the thermocline to wind anomalies followed by Kelvin and Rossby waves domi-
nates the growth of the ensemble spread in the tropics. These mechanisms result in similar ensemble
distribution characteristics for the four ensembles design strategy at the interannual timescale.

As a second step, we propose to test the effect of linear optimal perturbations, computed to opti-
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mally modify an oceanic metric (such as the AMOC or the oceanic heat content over a certain depth
and a certain area). The perturbations are diagnosed from adjoint linear oceanic models and we are
testing their effect in climate models for the first time. Hawkins and Sutton (2011) have proposed
another method to compute the optimal perturbation patterns, using a large ensemble of simulations
performed with the coupled climate model. Their preliminary tests confirm that the dispersion in-
creases in regions where the perturbation was largest. However, the effect on predictability was not
clear (E. Hawkins pers.com.). Preliminary results with the IPSL-CM5A-LR model show that the lin-
ear optimal perturbations computed from the oceanic model has the expected effect in the coupled
model but with a much weaker sensitivity (A. Germe, pers. com.). On other words, a much larger
perturbation has to be applied in the coupled model to have the same effect on the AMOC for example
than in the forced model. Reasons and implications of this result are still under investigation.

5.4 Debiasing and estimating the prediction skill

As explained above the strategy at IPSL has been to use only surface data for the model initialisation.
Given the lack of SSS observations, we have concentrated on SST only until now. In such conditions,
it appeared almost necessary to initialise the model only towards observed SST anomalies, as opposed
to full field. Indeed, when the salinity is not constrained, correcting the model’s biases in temperature
only yields uncontrolled feedback effects at the sea ice edge, leading the model into a thermohaline
catastrophe (not shown). Magnusson et al. (2012); Hazeleger et al. (2013a); Smith et al. (2013) have
shown that at decadal time scales, it is difficult to determine whether full field or anomaly initialisation
is more skilful than the other. We are nevertheless aware that initialising the model using only ob-
served SST anomalies may induce inconsistencies such as imposing variability away from the model’s
associated mean structures (think of the shifted Gulf Stream for example). Still, we believe it may
have interesting advantages in terms of physical consistency of the system, and we have tested it for
decadal predictions, where consistencies between the model and the initial conditions is expected to
be crucial (e.g. Liu et al., 2016)

Eventually, after initialisation (section 5.2) and ensemble generation (section 5.3) ensemble simula-
tions are launched from the initialised simulation and run under the sole influence of external forcing.
As detailed in Cassou and Mignot (2013), the model unavoidably adjusts at the beginning of this
hindcast phase, drifting from a constrained state close to observations towards its free attractive state.
Although it is clear that this drift is stronger when the model is initialised towards the observed full
state as opposed to observations, drift in the latter case must down be overseen. Imposing observed
anomalies on a biased mean state necessarily induces an adjustment of the oceanic circulation (think
again of frontal zone like the Gulf Stream area). Beyond statistical predictability issues linked to skill
score estimations, the dynamical study of model drift and associated bias adjustment gives some clues
to understand the model behaviours and provide some guidance for model improvements (Vannière
et al., 2014; Voldoire et al., 2014; Hawkins et al., 2014; Sanchez-Gomez et al., 2015). We didn’t explic-
itly analysed the drift of the model in the hind casts performed with the IPSL model and initialised
towards SST anomalies. Nevertheless, we took it into account by computing the predicted anomalies
with respect to a mean state which depends itself on the lead time (Mignot et al., 2015).

78



Predictability and Predictions

Fig. 5.7 shows the anomaly correlation coefficient of the non-initialised and initialised 3-members
prediction ensembles computed grid-point-wise against the initialised (nudged) simulation for de-
trended SST for the lead times 1, 2-5 and 6-9 years. The forecasting skill against the nudged simulation
indeed gives an idea of the upper limit of possible skill in the system, while the one computed against
observation data sets measures the actual skill against a particular reconstruction of reality. It can
be viewed as an upper limit of possible skill in the system. The actual prediction skill, computed as
anomaly correlation coefficient against observations, if of course the one expected by possible end-users.
However, for most oceanic variables, it is still subject to some uncertainty in the reference observed
state. The added-value of initialisation for the first lead time is clearly illustrated on the top panel
of Fig. 5.7: for a lead time of 1 year, SST is skilfully predicted over all oceanic regions in the ini-
tialised hindcasts, in clear contrast to initialised hindcasts. The remaining skill seen in Fig. 5.7 (top
left) may be due to non linear effects of the external forcing. For longer lead times (Fig. 5.7 right
panels), fewer regions remain skilfully predicted in the initialised runs. The subpolar North Atlantic,
the extratropical North Pacific, the northern Indian Ocean and the western tropical Pacific, as well
as localised areas of the Southern Ocean stand out and generally outperform predictability obtained
with non-initialised hindcasts (left panels) Actual prediction skill (verified against observational or
reanalysis data) is overall more limited and less robust. Even so, large actual skill is found in the
extratropical North Atlantic for SST and in the tropical to subtropical North Pacific for upper-ocean
heat content (not shown). Note that in spite of a relatively weak actual prediction score of SST in
the tropical Pacific (1 year), because of large interannual variations, the net primary productivity was
found to have a predictive skill of 3 years (Séférian et al., 2014). The higher predictability of NPP
was attributed to the poleward advection of nutrient anomalies (nitrate and iron), which sustain fluc-
tuations in phytoplankton productivity over several years. These results open previously unidentified
perspectives to the development of science-based management approaches to marine resources relying
on integrated physical-biogeochemical forecasting systems.

The joint analysis of two systems of decadal forecast performed with the same climate model (IPSL-
CM5A-LR) and the same initialisation strategy (nudging towards SST anomalies) has enabled us to
address carefully some issues related to the impact of increasing the number of hindcast start dates
and ensemble size. One of the systems comprises yearly start dates between 1961 and 2013, with 3
members for each hindcast (named DEC3). The other system uses one start date every 5 years (the
ones imposed by the CMIP5 protocol) with 9 members for each start date (named DEC9). Fig. 5.8
shows the correlation skill of the global mean temperature in each of these systems (left and right
panels respectively) against various benchmarks (see caption for more details). Noting that the start
dates used in DEC9 (following the CMIP5 protocol) are in phase or slightly leading the eruptions which
occurred over the last 50 years (Mt Agung in 1963, El Chichon in 1982, Mt Pinatubo in 1991), one
can see that for the forecast range 2-5 years for example, two start dates (1982-1985 and 1992-1995)
are very strongly influenced by the eruptions (given that the radiative forcing of an eruption typically
lasts 3 years, Robock e.g. 2000). This highly contrasts with the forecast range 4-7 years, which is,
for each start date, only impacted by the last year of the volcanic radiative (see also Figure 10 in
Germe et al. (2014)). As a result, the main source of predictability for global SST is partly lost for
the forecast range 4-7 years and the correlation skill drops in DEC9 (right panel). Impact of the main
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Benefits of the system’s initialization in bringing 
together the different members are yet visible from the 
fact that the spread of the initialized hindcasts is initially 
smaller than for non-initialized hindcasts (Fig 1c). After-
wards, it increases with forecast time, towards the level 
of the non-initialized hindcasts spread, illustrating the 
decreased influence of initialization with forecast time. 
Eventually, the spread of DEC3 is even slightly larger 
than that of HIST. Note however that differences are 
not significant. The spread of HIST hindcasts is slightly 
lower than the RMSE with respect to the NUDG simula-
tion, suggesting that the potential non-initialized forecast 
system is overconfident (underdispersive). This feature 
is worse for the initialized system (Fig. 1c). This lack of 
reliability is reduced in the DEC9 system (Fig. 1f) for 
which the RMSE is reduced. We recall that DEC9 differs 
from DEC3 in terms of start dates frequency and ensem-
ble size. Figure 2 shows that the reduction of the RMSE 
in DEC9 does not arise from a decrease in the start date 
frequency. It is thus due to the increase in the number of 
members which indeed is expected to yield a better esti-
mate of RMSE through a more accurate estimation of the 
ensemble mean. Nevertheless, Fig. 2 also shows that a 

reduction of the start date frequency yields more noisy 
and therefore less robust statistics, which can lead to spu-
rious results. The RMSE of DEC3 is larger than that of 
HIST, whatever the reference set (Fig. 1c). This feature is 
reduced in DEC9, probably as a result of the better esti-
mation of the RMSE. Still, this result is relatively sur-
prising, given the expected added value from initializa-
tion to correct part of the errors in the unforced model 
response and put the model in phase with the unforced 
variability, thereby decreasing the RMSE similarly for 
DEC3 and DEC9. These differences are nevertheless not 
significant, and this feature disappears for other regions 
investigated below.

Figure 3 shows the potential ACC skill score of the 
HIST and DEC3 ensembles computed grid-pointwise for 
detrended SST for the lead times 1, 2–5 and 6–9 years. The 
added-value of initialization for the first lead time is clearly 
illustrated on the top panel: for a lead time of 1 year, SST 
is skillfully predicted over all oceanic regions in the initial-
ized hindcasts. For longer lead times, fewer regions remain 
skillfully predicted in the initialized runs. The subpolar 
North Atlantic, the extratropical North Pacific, the north-
ern Indian Ocean and the western tropical Pacific, as well 

Fig. 3  Ensemble mean ACC of detrended SST in the HIST (left) and DEC3 (right) hindcasts against the NUDG simulation, for a lead time of 1 
year (top), 2–5 years (middle) and 6–9 years (bottom). Non-significant correlations at the 90 % confidence level are marked with black dotsFigure 5.7: Ensemble mean (3 members) of the anomaly correlation coefficient of detrended SST in

the non initialised hindcasts (HIST, left) and hindcasts initialised with nudging towards SST anomalies
(DEC right) against the nudged simulation, for a lead time of 1 year (top), 2Ð5 years (middle) and
6Ð9 years (bottom). All simulations are based on the IPSL-CM5A-LR climate model, ensembles are
generated using a stochastic perturbation (as in Fig. 5.1 and 5.6). Non-significant correlations at the
90% confidence level are marked with black dots. From Mignot et al. (2015)

volcanic eruptions in the last 60 years falls again in the time window of the predictions at lead times
6-9 years, thereby contributing to enhance the correlation skill again. Such specific sampling issue
does not occur in DEC3 (left panel), illustrating the high impact of the number of starting dates on
the skill scores. Complementary analysis have shown that 3 members (the minimum size of ensembles
requested for CMIP5) is clearly not enough to produce reliable predictions, as the ensemble mean is
then not accurately estimated, so that the RMSE is large and much stronger than the intrinsic spread.
The CMIP6 protocol promotes to perform hindcasts with start dates at least every second year and at
least 10 members. This sounds like an expensive set up, and this may filter out some groups (perhaps
including IPSL) that can’t afford such cost. However, such set up is definitely needed to produce much
more robust statistics.

One other important outcome of our analysis of the prediction skill of our system is precisely the
difficulty to assess the actual skill, because of data uncertainty. For SST, ACC and RMSE measured
from one observational dataset (ERSST) and two reanalysis (ORAS4 and SODA) led in general to
similar conclusions in terms of predictability horizon, but with different values for the ACC and the
RMSE. For the salinity and the ocean heat content, EN3, ORAS4 and SODA could also lead to differ-
ent predictability horizons (Fig. 5.9). Clearly, oceanic observations are not yet sufficiently robust to
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(1982-1985 and 1992-1995) are very strongly influenced by the eruptions (given that the radiative 
forcing of an eruption typically lasts 3 years, Robock (e.g. 2000)). This highly contrasts with the 
forecast range 4-7 years, which is, for each start date, only impacted by the last year of the volcanic 
radiative (see also Figure 10 in Germe et al (2014)). As a result, the main source of predictability for 
global SST is partly lost for the forecast range 4-7 years and the correlation skill drops in DEC9 (right 
panel). Impact of the main volcanic eruptions in the last 60 years falls again in the time window of the 
predictions at lead times 6-9 years, thereby contributing to enhance the correlation skill again. Such 
specific sampling issue does not occur in DEC3 (left panel), illustrating the high impact of the number 
of starting dates on the skill scores. 
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Fig. 1 (a) and (d): Time series of the detrended ensemble mean forecast anomalies averaged

over the forecast years 2-5 (green, DEC3 (a), DEC9 (b)) and the accompanying non-initialized

(grey) experiments of the global-mean sea surface temperature (SST). The green and grey

shadings respectively show the spread of the forecasts. The red line shows the time series from

the nudged experiment. The observational time series from the ERSST dataset are represented

with dark blue vertical bars, where a 4-year running mean has been applied for consistency

with the time averaging of the predictions. The time axis corresponds to the first year of

the forecast period (i.e. year 2 of each forecast). (b) and (e): Correlation of the ensemble

mean with the NUDG reference (thick red and grey lines respectively, for the DEC and HIST

forecast ensembles), along the forecast time for 4-year averages. The figure also shows the

correlation of DEC with ERSST (dark blue), ORAS4 (orange) and SODA (light blue) in thin

lines, together with their counterparts for the HIST ensemble (grey thin lines’, di↵erent data

sets not identified with colors). Significant correlations according to a one-sided 90% confidence

level with a t-distribution are represented with a circle, non significant ones with a cross. The

number of degrees of freedom has been computed taking into account the autocorrelation of

the time series, which are di↵erent for each forecast time. A filled circle indicates significant

correlations but not passing a two-sided t-test for the di↵erences between the DEC and HIST

correlations. (c) and (f): RMSE of the ensemble mean along the forecast time for 4-year forecast

averages are plotted with solid lines. Circles are used where the DEC skill is significantly better

than the HIST skill with 90% confidence using a two-sided F-test. Dashed lines represent the

ensemble spread estimated as the standard deviation of the anomalies around the multi-model

ensemble mean. Green line is for the spread of the initialized hindcasts (DEC3 (c), DEC9 (e)),

grey dashed lines for the non-initialized ones.
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Fig. 1 (a) and (d): Time series of the detrended ensemble mean forecast anomalies averaged

over the forecast years 2-5 (green, DEC3 (a), DEC9 (b)) and the accompanying non-initialized

(grey) experiments of the global-mean sea surface temperature (SST). The green and grey

shadings respectively show the spread of the forecasts. The red line shows the time series from

the nudged experiment. The observational time series from the ERSST dataset are represented

with dark blue vertical bars, where a 4-year running mean has been applied for consistency

with the time averaging of the predictions. The time axis corresponds to the first year of

the forecast period (i.e. year 2 of each forecast). (b) and (e): Correlation of the ensemble

mean with the NUDG reference (thick red and grey lines respectively, for the DEC and HIST

forecast ensembles), along the forecast time for 4-year averages. The figure also shows the

correlation of DEC with ERSST (dark blue), ORAS4 (orange) and SODA (light blue) in thin

lines, together with their counterparts for the HIST ensemble (grey thin lines’, di↵erent data

sets not identified with colors). Significant correlations according to a one-sided 90% confidence

level with a t-distribution are represented with a circle, non significant ones with a cross. The

number of degrees of freedom has been computed taking into account the autocorrelation of

the time series, which are di↵erent for each forecast time. A filled circle indicates significant

correlations but not passing a two-sided t-test for the di↵erences between the DEC and HIST

correlations. (c) and (f): RMSE of the ensemble mean along the forecast time for 4-year forecast

averages are plotted with solid lines. Circles are used where the DEC skill is significantly better

than the HIST skill with 90% confidence using a two-sided F-test. Dashed lines represent the

ensemble spread estimated as the standard deviation of the anomalies around the multi-model

ensemble mean. Green line is for the spread of the initialized hindcasts (DEC3 (c), DEC9 (e)),

grey dashed lines for the non-initialized ones.

 

We have also investigated the impact of the start date frequency by subsampling the start date 
frequency in the DEC3 ensemble. Fig. 2 shows the ACC skill score for the global mean temperature 
as measured against the initialized simulation on the left and the ORAS4 reanalysis on the right. This 
figure illustrates again the lack of robustness in the score assessment both due to starting date 
frequency but also to reference data. Indeed, this study points out the uncertainty for some oceanic 
fields in different reanalysis products, indicating the necessity to consider different source of 
observations to correctly evaluate uncertainty in predictions.  

Fig. 1 : Correlation of the ensemble mean time series with the NUDG reference (thick red and grey lines respectively, 
for the DEC and HIST forecast ensembles), along the forecast time for 4-year averages. The figure also shows the 
correlation of DEC with ERSST (dark blue), ORAS4 (orange) and SODA (light blue) in thin lines, together with their 
counterparts for the HIST ensemble (grey thin lines, different data sets not identified with colors), see Fig. 2 above for 
details. Left panel: decadal prediction system using 3 members and yearly start date (named DEC3)s. Right panel: 
decadal prediction system using 9 members and start dates every 5 years (named DEC9).  

DEC3 DEC9 

Figure 5.8: Correlation of the ensemble mean time series of the global mean SST with the nudged
simulation (thick red and grey lines respectively, for the initialised (DEC, red) and non-initialised
(HIST, thick grey) forecast ensembles), along the forecast time for 4-year averages. These correlations
give an idea of the ability of the prediction system to reproduce the variability of the nudged simulation,
for different prediction horizons (Mignot et al., 2015). The figure also shows the correlation of DEC
with ERSST (dark blue), ORAS4 (orange) and SODA (light blue) in thin lines, together with their
counterparts for the HIST ensemble (grey thin lines, different data sets not identified with colours).
Left panel: decadal prediction system using 3 members and yearly start dates (named DEC3). Right
panel: decadal prediction system using 9 members and start dates every 5 years (named DEC9).

give a quantitative assessment of prediction skill.
Results from our analysis overall confirm that predictions at the decadal timescale is a promis-

ing but still academic type of research. Indeed, it concentrates the difficulties in both modelling
(impact/estimation of coupled model drifts and biases on variability and predictive skill, etc.) and
observations that are crucial for the initialisation step (scarcity of the observations, assimilation tech-
niques, etc.). The level of knowledge is such that it appears to be premature to use the actual decadal
forecasts for impacts studies for the next one or two decades lead-time, while process-oriented ap-
proaches are needed to better understand the decadal variability and its interaction with the on-going
external forcings, before being able to enhance in fine the level of predictability.
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dominance in the model of one specific mechanism for the 
PDO, as opposed to what is found in Newman (2007). The 
late 1980’s event is rather well predicted with a 1 year lead 
time (not shown), while it is missed with at a 2–5 years 
forecast range. Note also that in the model, SST average 
between 30° and 45° in the Pacific is strongly correlated 
with the SSTs in the North Atlantic low-latitudes (r = 0.45, 
significant at the 95 % level, not shown). Although this sta-
tistical link is not realistic [see for example Marini (2013)], 
it may also explain the relatively long predictive skill 
detected in the North Pacific in our model.

We turn now to the investigation of the OHC, a key vari-
able for ocean memory and thus predictability. Ocean heat 
content integrated down to 300 m over the extratropical 
Pacific shows surprisingly good potential prediction skill, 
as compared to literature (Fig. 12). Initialized predictions 
are potentially skillful for all forecast ranges, and ACC 
measured against SODA (i.e. actual skill) is significant and 
significantly different from non-initialized hindcasts up to 
the forecast range of 5–8 years. For ORAS4 and EN3, ACC 
is in general significant as well, although not significantly 
different from the skill obtained in HIST. Time series for 
the forecast range 2–5 years (Fig. 12a) confirm the rela-
tively good reconstruction of the ocean heat content vari-
ability in NUDG with respect to EN3. These performances 

are overall striking and good and contrast with the general 
idea that decadal predictability over the North Pacific is 
quite low. Nevertheless, Chikamoto et al. (2013) reported 
prediction skill over almost a decade for subsurface tem-
peratures in the North Pacific, which is in agreement with 
our actual skill assessment. The potential predictability 
of our system suggests that even longer skillful forecasts 
might be achieved in the future. Interestingly, once again, 
the AR1 statistical model yields significant prediction skill 
for lead times 1–4 years, but the ACC drops rapidly as fore-
cast times increases. This clearly suggests a role of ocean 
processes for the long predictability detected in ocean heat 
content in IPSL-CM5A-LR.

6  Results on salinity

In a perfect model framework, Servonnat et al. (2014) 
showed a good ability of SST nudging in reconstruct-
ing SSS variability in the tropics. It is therefore interest-
ing to evaluate the prediction skill of this variable in the 
same region for our set of experiments (Fig. 13). Note 
however that given the lack of long-term satellite measure-
ments, SSS reconstructions and reanalysis are subject to 
much higher uncertainty than temperature, so that actual 
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Fig. 12  Same as Fig. 9 averaged over the Pacific extratropical region 
(30°–45°N)
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Fig. 13  Same as Fig. 4 (left), but for the SSS [average over the lati-
tude band (20°S–20°N)]. The purple bars in panel (a) and purple 
lines in panel (b) and (c) are from EN3 dataset

Figure 5.9: a Time series of the detrended ensemble mean forecast anomalies averaged over the forecast
years 2-5 [green, DEC3] and the accompanying non-initialised (grey) experiments of the sea surface
salinity averaged over the tropical band (20◦S-20◦N). The green and grey shadings respectively show
the spread of the forecasts. The red line shows the time series from the nudged experiment. The
observational time series from the ERSST dataset are represented with dark blue vertical bars, where
a 4-year running mean has been applied for consistency with the time averaging of the predictions.
The time axis corresponds to the first year of the forecast period (i.e. year 2 of each forecast). b
Correlation of the ensemble mean with the NUDG reference (thick red and grey lines respectively, for
the DEC and HIST forecast ensembles), along the forecast time for 4-year averages. The figure also
shows the correlation of DEC with ERSST (dark blue), ORAS4 (orange) and SODA (light blue) in
thin lines, together with their counterparts for the HIST ensemble (grey thin linesÕ, different data
sets not identified with colours). Significant correlations according to a one-sided 90% confidence level
with a t-distribution are represented with a circle, non significant ones with a cross. The number of
degrees of freedom has been computed taking into account the autocorrelation of the time series, which
are different for each forecast time. A filled circle indicates significant correlations but not passing a
two-sided t test for the differences between the DEC and HIST correlations. c RMSE of the ensemble
mean along the forecast time for 4-year forecast averages are plotted with solid lines. Circles are used
where the DEC skill is significantly better than the HIST skill with 90% confidence using a two-sided F
test. Dashed lines represent the ensemble spread estimated as the standard deviation of the anomalies
around the multi-model ensemble mean. Green line is for the spread of the initialised hindcasts [DEC3
(c)], grey dashed lines for the non-initialised ones. From (Mignot et al., 2015)
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Chapter 6

What’s next?

6.1 Internal oceanic and climate variability at decadal timescales

As illustrated through these research results, the ocean is thus a central element of the climate
system, and a crucial regulator of the climate system (see e.g. Stocker, 2015). Several questions yet
remain regarding its role in mechanisms of climate variability, in particular in the Atlantic. These
questions are, in a way, even more pressing after the decadal prediction exercise: the highest skill
for the unforced decadal predictability has been confirmed to arise mostly from the large inertia and
predictability of the Atlantic Meridional Overturning Circulation, but what are the drivers of this
circulation’s variations, and what are their consequences for climate? What is the exact link between
the AMOC and deep convection, and between AMOC and vertical mixing in the ocean interior are for
example crucial questions that may control the AMOC dynamics on the first order. How different, or
not, are the AMOC (zonally integrated streamfunction) and the subpolar gyre (vertically integrated
streamfunction) which are, in fine two mathematical constructions. What is the role of the western
"transition" zone near the boundary between the subtropical and the subpolar gyre, of buoyancy
anomalies propagating westward at this latitude, how robust is the bi-decadal timescale of North
Atlantic variability? What is the role of salinity for the mean state of the AMOC, its variability and
its stability? What is the impact of mesoscale eddies or, in other words, how robust are the mechanisms
described from coarse resolution models simulations? How does the AMOC transport heat, how does
this impact the SST and the AMV, and finally the atmosphere and the climate? Links to variability
in other basins, which I didn’t discuss in this report are also important to identify and understand.

This series of questions constitutes the background of my research. Not all of them could be
addressed in one life time probably, but I list them here to underline the crucial need for pursuing
mechanism studies on these questions. Long control coupled simulations are a useful tool for this, and
I will thus pursue my collaboration with the climate model development team at IPSL. At present, the
climate modelling group puts lots of efforts in the development of the IPSL-CM6 climate model, and
I modestly contribute to the diagnostic and validation of the oceanic state in the subsequent versions.
This is a very exciting experience, that force me to re-think about basic questions of the climate
system and climate modelling: how do climate interactions, feedbacks and equilibrium set up, how do
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climate components influence each other, what are the most sensitive parametrizations, etc. With the
aim of entering deeper into the ocean processes and the ocean modelling issues, I have also began to
interact more closely with the NEMO R&D group in charge of developing and maintaining the oceanic
module NEMO. Beyond the development of the IPSL climate model, I wish to bring my expertise
to tackle together fundamental questions on the dynamics of the AMOC (deep convection, mixing)
using cheaper forced oceanic configurations and dedicated sensitivity experiments. This work is just
emerging. Finally, conceptual approaches, such as the one proposed by Born and Stocker (2014) for
the variations of western part of the subpolar gyre as a response to surface buoyancy forcing and deep
convection in the Labrador Sea, allow a fundamental understanding of the processes at play. Through a
master internship recently supervised at the University of Bern with A. Born, we realised however that
this model needs to be improved in order to represent the full (internal + forced) variability. Indeed, in
climate models, deep convection in the Labrador Sea can be sensitive to anomalous sea surface salinity,
and thus freshwater fluxes, but in the case of external forcing such as volcanic eruptions, which induce
a strong and abrupt cooling, this sensitivity can change. Developments are ongoing to improve the
modularity of the sensitivity of this conceptual model to components of the buoyancy fluxes, and
potential improvements for the representation of the variability of the gyre will have to be performed.

6.2 Reconstruction of the climate variability

Our involvement in the CMIP5 decadal prediction exercise has been very instructive and productive.
From a personal point of view, it has pushed me to move more towards the ’real’/observed climate
variability. The global warming hiatus discussed above, the North Atlantic anomalous cooling (e.g.
Rahmstorf et al., 2015), and the recent cold blob Robson et al. (2015) are fascinating events of climate
variability which have been relatively well observed as compared to previous events. They are nev-
ertheless associated with variations of the -poorly observed- oceanic circulation, namely the subpolar
gyre and the AMOC. Climate simulations constrained by observations allow a great step forward in
addressing these issues, as done for example by Robson et al. (2014); Msadek et al. (2014); Yeager and
Danabasoglu (2014).

Several centers (ECMWF, NCEP, JMA...) produce atmospheric (and more recently coupled) re-
analysis for the 20th century with sophisticated data assimilation processes. These reanalysis products
can be used to constrain the atmospheric model to follow the observed day-to-day variation of the
actual weather by nudging (relaxing) the model state variables (winds and optionally temperature
and humidity). Atmospheric nudging techniques have been successfully used at IPSL for a long time
in global (Coindreau et al., 2007) and regional modelling for the purpose of downscaling (Omrani
et al., 2012). They allow to minimise the intrinsic chaotic nature of the atmospheric flow and possible
dynamical model biases. Furthermore, atmospheric reconstructions driven only by wind and not by
temperature nudging only disrupts the kinetic energy, which is known to be a small part of the energy
budget. Such reconstructions could thus be used for attribution purposes: by deactivating components
of the forcing in simulations where the natural dynamical variability is constrained, one may expect
to better understand the role of each forcing component, as well as internal variability, in shaping the
observed variations (e.g. Schaller et al., 2016; Vautard and Yiou, 2009). Such "conditional attribution"
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remains a major challenge for the understanding of climate change. Yet, given the central role of the
ocean in the global scale variability, a complementary approach is to perform such reconstructions in
coupled mode, using the IPSL climate model. Conditional attribution experiments could be compared
to atmospheric only simulations, thereby sheding light on fundamental mechanisms yielding low fre-
quency climate variability and sensitivity to external forcing.

In addition, so as to better understand the important processes giving rise to decadal climate vari-
ability, more constrains can be added to the climate system and in particular to the ocean. In order
not to hamper too much the oceanic dynamical integrity, one could stick to the previous strategy of
nudging only the ocean surface, building on the expertise we recently developed in the framework of
CMIP5 near-term predictions. SST is an obvious candidate for the nudging. I would first like to build
on our recent developments in terms of using a variable restoring coefficient. As seen above, SSS is also
crucial to reconstruct the oceanic decadal variability but observations of this variable still suffers great
uncertainty at the global scale. Together with colleagues from LOCEAN and EPOC, I wish to pursue
some ongoing tests on the use of regional data sets (Reverdin et al. pers. com.) and/or diagnosed
statistical relationship between SST and SSS.

Oceanic and coupled reanalysis have been a topic of intense development in the recent years in the
international community (e.g. Balmaseda et al., 2007; Wang et al., 2010; Heimbach et al., 2011), but
they are still strongly model-dependent and show little agreement (e.g. Munoz et al., 2011; Tett et al.,
2014; Karspeck et al., 2015; Born et al., 2015). My aim is not to add one extra reanalysis in this zoology,
but rather to contribute to process studies and federate research on the climate variability. The idea is
to build on expertise of the "local" climate model dynamics and variability (IPSL-CM6) and examine
its sensitivity to external constraints. Furthermore, while it is generally accepted that climate reanal-
ysis depend on the data they have assimilated, knowledge of the underlying climate model is generally
overlook. Its biases and strengths, and specificities of its internal variability are nevertheless crucial in
order to interpret the associated reanalysis. Therefore, I believe that reconstructing the climate vari-
ability with the IPSL climate model may offer interesting opportunities to gain understanding on the
past climate variability as well as opportunities for advances on the IPSL climate model development.
This idea to is supported by the LABEX L-IPSL. It has also been submitted to one international call.

As illustrated in the previous sections, the historical period of observations is still too short for
robust conclusions and assessments of the decadal climate variability. In particular, it is necessary
to put the observed 20th century trends, decadal frequency, magnitude of extremes in a longer-term
context to evaluate the stationarity of the identified mechanisms. The last 1000 years constitute a
good framework for this. Highly-resolved and diverse climate proxies over last 2000 years are becom-
ing available, in close link with the PAGES 2k program (Tierney et al., 2015; McGregor et al., 2015),
while state-of-the art climate models can be integrated quasi-routinely over this time period. In the
near future, these proxies could be integrated in the IPSL climate model, so as to yield a seamless
reconstruction of the ocean circulation and climate variability over a long time period. This idea has
been submitted to another international call.
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6.3 Past and future variability in the northeastern tropical Atlantic
and Sahel region.

Tropical hydroclimate is extremely sensitive to climate change, with severe impacts on natural
resources and society (fresh water, rain-agriculture, etc.) in drought and flood prone regions such
as the Sahel region. The sahelian monsoon, and its variability in terms of duration, seasonality and
intensity is thus a crucial research topic, which has been the focus of an abundant literature. One of
the questions arising from decadal prediction systems concerns their capability to provide any useful
information for monsoon regions at the decadal time scale (Gaetani and Mohino, 2013).

Besides, by replenishing the nutrients needed for the biochemical activity, the seasonal wind-driven
upwelling occurring in boreal winter along the Senegal-Mauritanian coast is another very important
element of the local environment. Fisheries produce 70% of the proteins to local population and are
of large economic importance for these countries. As opposed to the Canaries permanent upwelling
system, the Senegal-Mauritanian upwelling system is seasonal, setting up, as the sahelian monsoon,
according to the ITCZ migration. In boreal winter, when the ITCZ is at its southernmost position,
strong trade winds over the Mauritania, Senegal and Guinea coast induce the upwelling. In this season,
the Sahel is essentially dry. In boreal summer, the ITCZ is at its northernmost position, and the winds
along the coast are very weak. Precipitations are on the other hand favoured by convective events
under the ITCZ: this is the monsoon season.

Several studies have shown that SST variations control a large part of the variations of the Sahel
monsoon (e.g. Folland et al., 1986; Rowell et al., 1995; Ward, 1998; Janicot et al., 2001; Giannini et al.,
2003; Hagos and Cook, 2008). At interannual to decadal timescales, the influence of the AMO seems
to dominate (Mohino et al., 2011; Rodríguez-Fonseca et al., 2011; Hoerling et al., 2006; Zhang and
Delworth, 2006). The AMO is itself partly constrained by the AMOC, as discussed in this report for
example. The other oceanic basins, such as the tropical Pacific via ENSO (Joly et al., 2007; Mohino
et al., 2011), the indian ocean (Palmer, 1986; Bader and Latif, 2003; Giannini et al., 2003; Lu and
Delworth, 2005; Mohino et al., 2011) or the Mediterranean Sea (Rowell, 2003) have also been suggested
to play a role. Hastenrath (1990) suggest a role of internal SST variation in this basin, but in fine
all the mechanisms of natural variability listed here act on the inter-hemispheric SST gradient of the
tropical Atlantic, which is strongly coupled to sahelian precipitations via the ITCZ (Folland et al.,
1986; Zeng, 2003). Fewer studies have focused on the variability of the intensity and extent of the
eastern tropical Atlantic upwelling. Yet, given their link with the ITCZ migration, past and future
variability of the upwelling and monsoon seasons may well be anti-correlated. How does a stronger,
longer or later monsoon (and thus cropping) season translate in terms of upwelling (and thus fishing)
season? What is the role of the ITCZ anomalous migration in setting a possible link between the two?
A related question is the influence of the major modes of climate variability (NAO, ENSO, AMO,
Interdecadal Pacific Oscillation...) and the oceanic circulation (AMOC) on the ITCZ migration.

As in other regions, external forcings also act on these systems, and may interplay with the internal
variability. Although statistical studies suggest that the drought around the 1980s may have been
caused by a simple natural variation (Mohino et al., 2011), Ackerley et al. (2011); Chang et al. (2011)
suggest an important influence of the anthropogenic aerosols, via their role on the SST gradient in
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the Atlantic. Haarsma (2005); Dong and Sutton (2015) plead instead for a response to the increase of
greenhouse gases. The role of the latter recently gained increased interest in the literature, in particular
given the demonstrated importance of differential warming between the tropics and the high latitudes
(Park et al., 2015). As discussed in section 4.1, large stratospheric tropical volcanic eruptions induce
an abrupt cooling in the Tropics, even stronger over land than over the ocean, given the stronger
heat capacity of the ocean. Thus, volcanic eruptions may be expected to produce an anomalous air-
sea gradient with the opposite sign as compared to global warming, and to decrease the monsoon
flux (Iles and Hegerl, 2014; Bourassa et al., 2012). Furthermore, the ocean cooling in response to
eruptions is not homogeneous (e.g. Mignot et al., 2011), and it perturbs the temperature gradient in
the tropical Atlantic (Evan et al., 2009), and thereby the seasonal to interannual ITCZ variability. At
decadal timescales, the AMOC response to tropical volcanic eruptions is still poorly understood, as
seen above, although it can largely control the the SST inter-hemispheric gradient at this timescale.
The consequences of these phenomena have not been studied in details for the west african monsoon,
but the complexity and the heterogeneity of the response has been highlighted for the asiatic monsoon
for example (Anchukaitis et al., 2010) and suggested for the south american monsoon (Apaéstegui
et al., 2014). Furthermore, several studies have recently suggested an even more important role for
the volcanic eruptions on the climate. First, the eruptions that do not reach the stratosphere (thus
weaker eruptions) also influence durably the climate, since they are numerous and thus have a non
negligible cumulative effect (Santer et al., 2014, 2015). Second, extra-tropical eruptions also seem to
have a major impact on the climate, in particular on tropical climate, as they induce a reduction of
the west african monsoon (Oman et al., 2006; Haywood et al., 2013). Wegmann et al. (2014) have
shown that this reduction weakens the northern branch of the Hadley circulation, thereby altering the
atmospheric circulation on the Atlantic-Europe sector and increasing the precipitations over Europe.
To conclude, the response of the west african monsoon to external forcing is still poorly understood.

As for the natural variability, much less studies have ben dedicated to the response of the upwelling
system to these external forcing. Bakun (1990) suggested in a pioneering work that by intensifying
the alongshore wind stress on the ocean surface, increased greenhouse gases concentration in the
atmosphere and associated global climate warming may induce an intensification of coastal upwellings.
Since then, several papers have investigated this hypothesis using modern data Narayan et al. (2010);
Cropper et al. (2014), paleoproxies (McGregor et al., 2007; Barton et al., 2013) and climate models
Mote (2002); Wang et al. (2015). However, this mechanism is not robustly confirmed in products
based on observations (reanalysis, proxies) (Barton et al., 2013). It is worth noting that all these
studies focused on the permanent upwelling system in each oceanic basins, which may have a different
sensitivity than the seasonal senegalo-mauritanian upwelling.

This brief review shows that the past and future atmospheric and oceanic natural and forced
variability in the eastern tropical Atlantic sector remains under debate. Given the strong societal
impact of both the Sahel monsoon and the coastal upwelling, I find important and urgent to address key
questions such as (i) what are the key sources of predictability for the vulnerable regions surrounding
the tropical Atlantic? (ii) What are the underlying mechanisms? What is the role of the AMOC and
the Atlantic decadal variability? What is the impact of volcanic eruptions? (iii) Do identified processes
improve predictions skills of the climate impact? These questions are challenging because simulating
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the WAM and details of the eastern tropical Atlantic ocean features is still highly uncertain, and long-
term observations are still rare. I have recently launched or been associated to various works related
to these topics: reconstructions of the west african monsoon variability over the last millennium or
snapshots of the last millennium, using proxies and/or a general circulation atmospheric model forced
by reconstructions of the sea surface temperature. around the second half of the nineteenth century.
Results are not always easy to reconcile with expected variations of the climate of this time period.
I have also began to co-supervise a phD student from the University of Dakar on the interannual
to decadal variability of the upwelling and its long term changes as represented by climate models
and reanalysis. The idea is to diagnose the decadal variability of this feature, its link with the large
scale climate variability and external forcing. In parallel, I have been exchanging expertise with a
phD student at the university of Bern on the evolution of the Oxygen Minimum zone, located in the
vicinity and below the tropical upwelling systems, in a climate simulation of the last millennium. These
research directions are for the moment independent and should eventually converge.
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ABSTRACT

The link between the interannual to interdecadal variability of the Atlantic meridional overturning
circulation (AMOC) and the atmospheric forcing is investigated using 200 yr of a control simulation of the
Bergen Climate Model, where the mean circulation cell is rather realistic, as is also the location of deep
convection in the northern North Atlantic. The AMOC variability has a slightly red frequency spectrum and
is primarily forced by the atmosphere. The maximum value of the AMOC is mostly sensitive to the deep
convection in the Irminger Sea, which it lags by about 5 yr. The latter is mostly forced by a succession of
atmospheric patterns that induce anomalous northerly winds over the area. The impact of the North
Atlantic Oscillation on deep convection in the Labrador and Greenland Seas is represented realistically, but
its influence on the AMOC is limited to the interannual time scale and is primarily associated with wind
forcing. The tropical Pacific shows a strong variability in the model, with too strong an influence on the
North Atlantic. However, its influence on the tropical Atlantic is realistic. Based on lagged correlations and
the release of fictitious Lagrangian drifters, the tropical Pacific seems to influence the AMOC with a time
lag of about 40 yr. The mechanism is as follows: El Niño events induce positive sea surface salinity
anomalies in the tropical Atlantic that are advected northward, circulate in the subtropical gyre, and then
subduct. In the ocean interior, part of the salinity anomaly is advected along the North Atlantic current,
eventually reaching the Irminger and Labrador Seas after about 35 yr where they destabilize the water
column and favor deep convection.

1. Introduction

The Atlantic meridional overturning circulation
(AMOC), defined here as the integrated meridional
transport in the Atlantic as, for example, in Wunsch
(2002), plays an essential role in the maintenance of the
Northern Hemisphere climate as it transports a sub-
stantial amount of warm and saline waters poleward.
Ganachaud and Wunsch (2000) estimated the maxi-
mum value of the northward heat transport to 1.3 PW
around 25°N, associated to a volume of 15 � 2 Sv (1 Sv
� 106 m3 s�1) of North Atlantic Deep Water circulating

in the Atlantic. Talley et al. (2003) recently estimated
this volume to be 18 Sv. Variations of this intensity are
likely to significantly alter the climate in the North At-
lantic (e.g., Manabe and Stouffer 1999). Direct obser-
vations are still lacking (Siedler et al. 2001), but mod-
eling studies suggest that the AMOC substantially var-
ies on the decadal to centennial time scales. The
relative importance of atmosphere forcing, air–sea
feedback, oceanic feedback, and nonlinearities in gen-
erating this variability remains however to be clarified.
Decadal to centennial oscillations linked to oceanic
processes have been found in oceanic general circula-
tion models (OGCMs) using idealized surface bound-
ary conditions or coupled to a simple energy balance
atmospheric model (e.g., Mikolajewicz and Maier-
Reimer 1990; Weaver et al. 1991; Chen and Ghil 1996;
among many others). A substantial interdecadal vari-
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ability is also found in more realistic climate models.
Delworth et al. (1993) suggested that North Atlantic
fluctuations with a dominant time scale of approxi-
mately 50 yr appeared in the Geophysical Fluid Dy-
namics Laboratory (GFDL) model because salinity
anomalies advected toward the high latitudes were in-
fluencing the strength of the meridional overturning
circulation. A phase lag between the horizontal and the
meridional circulations was responsible for the quasi-
oscillatory behavior, but the variability appeared to be
primarily forced by the natural variability of the surface
heat flux, without significant back action on the atmo-
sphere (Delworth and Greatbatch 2000). On the other
hand, Timmermann et al. (1998) proposed a coupled
mechanism to explain a 35-yr mode of North Atlantic
variability in the ECHAM3–LSG model. When the
AMOC was anomalously strong, a warm sea surface
temperature (SST) anomaly appeared in the North At-
lantic, and its impact on the atmosphere resulted in a
strengthened North Atlantic Oscillation (NAO) and
hence decreased evaporation and Ekman transport in
the Greenland Sea and off Newfoundland. This led to
negative sea surface salinity (SSS) anomalies in the oce-
anic sinking regions, weakening the deep convection
and subsequently the AMOC, thus reversing the
changes. A different coupled mechanism was suggested
by Vellinga et al. (2002) for the Third Hadley Centre
Coupled Ocean–Atmosphere General Circulation
Model (HadCM3). When the AMOC was anomalously
weak, the North Atlantic was anomalously cold and the
tropical South Atlantic was anomalously warm, which
displaced the intertropical convergence zone south-
ward. There was thus less precipitation north of the
equator, which reduced the northward oceanic fresh-
water transport and led after about six decades to more
saline surface conditions in the North Atlantic. This
increased the AMOC and reversed the changes. Re-
mote atmospheric forcing may also lead to a substantial
AMOC variability, as shown by Latif et al. (2000) and
Thorpe et al. (2001) in global warming conditions. In
both models, the global warming led to a freshening
and warming of the high latitudes, but positive SSS
anomalies were created in the tropical Atlantic by en-
hanced large-scale air–sea interactions with the tropical
Pacific. The AMOC was thus stabilized by the compen-
sating advection of high salinity anomalies into the
sinking region. In Latif et al. (2000), the interactions
between the tropical Atlantic and Pacific were similar
to those operating during present-day El Niño–
Southern Oscillation (ENSO), but whether ENSO
could have a direct impact on the AMOC in present-
day conditions has not been established.

In summary, the strength and the nature of the
AMOC coupling with the atmosphere remains an open
question. In this paper, we focus on the response of the
AMOC to the atmospheric forcing in a control run with
the Bergen Climate Model (BCM). The simulation is
presented in section 2. The AMOC variability is briefly
described in section 3, as well as its link with deep
convection in the North Atlantic. The influence of the
NAO is investigated in section 4. In section 5, we show
that ENSO could have a delayed impact on the model
AMOC. Conclusions are given in section 6.

2. Data

The BCM is described in Furevik et al. (2003), where
specific details on the model and experiment setup
can be found, so that only a brief outline is given here.
The model couples the Action de Recherche Petite
Echelle Grand Echelle/Integrated Forecasting System
(ARPEGE/IFS) atmospheric general circulation model
(Déqué et al. 1994) in TL63 resolution (2.8° along the
equator) with 31 vertical levels to a global, 24-layer
version of the Miami Isopycnic Coordinate Ocean
Model (MICOM; Bleck et al. 1992) that incorporates
the dynamic and thermodynamic sea ice modules of
Drange (1999). The oceanic grid has a 2.4° zonal reso-
lution. The meridional resolution is 2.4° except equa-
torward of about 10° of latitude, where it gradually
increases to 0.8°. The data on isopycnal levels were
interpolated on the Levitus z-levels with a simple first-
order remapping scheme. After spinup of 20 yr, the
BCM was integrated for 300 yr with fixed heat and
freshwater flux adjustments that contribute to the real-
ism of the model climate state and reduce the model
drift. As described by Furevik et al. (2003), the (sea-
sonally varying) flux adjustment had been estimated in
a prior run where SST and SSS were restored to the
observed climatology. The time series of the maximum
of the Atlantic meridional streamfunction in the North
Atlantic between 10° and 70°N, and between 500 and
5000-m depth, hereafter called the Meridional Over-
turning Index (MOI; see section 3) is shown in Fig. 1.
As in Mignot and Frankignoul (2004), we only consid-
ered the middle 200 yr of the simulation. The last 50 yr
were not considered, as the meridional overturning
streamfunction started drifting during the last 10 yr—
presumably because of a slight imbalance in the flux
adjustments in the northern North Atlantic—nor were
the first 50 yr, in order to leave more time for the ocean
to reach an approximate steady state (a very conserva-
tive choice).

The main characteristics of the AMOC have been
discussed by Bentsen et al. (2004). Here, we focus on
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the AMOC variability on annual to multidecadal time
scales in the 200 yr of data. As a drift may influence the
lowest frequencies, a third-order polynomial was first
removed by least squares fit from each variable at each
grid point. This is illustrated for the MOI in Fig. 1,
which shows that only centennial and longer time
scales are affected by the detrending. The shorter (in-
terannual) time scales are investigated below using
the detrended annual means, and the longer (decadal)
ones by further filtering periods smaller than 10 yr with
the continuous wavelet transform technique (e.g.,
Daubechies 1992) from the detrended annual means.
Monthly anomalies were also considered by subtracting
the mean seasonal cycle from the detrended monthly
averages. Significance of correlations between annual
(decadal) time series are calculated using the Student’s
t test assuming independent samples at a 1-yr (5-yr)
interval.

3. The natural variability of the Atlantic
meridional overturning circulation

The 200-yr mean Atlantic meridional streamfunction
is shown in Fig. 2. It has features similar to the mean
AMOC inferred from observational estimates (Ga-
nachaud and Wunsch 2000; Talley et al. 2003): about 18
Sv of warm water flows northward in the upper ocean,
mainly in the Gulf Stream and North Atlantic Current,
sinks at high latitudes, and returns southward at depth
as North Atlantic Deep Water (NADW). The simu-
lated poleward transport of Atlantic Water across the
Greenland–Scotland ridge (8.2 Sv) is very close to ob-
servation-based estimates, as discussed by Otterå et al.
(2003). Note that the overflow of very deep waters over
the ridges between Greenland and Scotland and the
associated changes of water mass properties occurring
northward appear more clearly when the streamfunc-
tion is represented as a function of density rather than
depth (Gao et al. 2003). The deep circulation cell of

Antarctic Bottom Water (AABW) that should lie be-
neath the NADW is not simulated. This is a common
default of isopycnic models that use a reference pres-
sure at the surface when computing potential density,
which results in an incorrect representation of the cold
deep waters from the Antarctic (DYNAMO Group
1997). Although interactions between NADW and
AABW are still poorly known, we focus on the NADW
cell variability and its link with the atmospheric forcing,
and this deficiency should have limited influence.

In their analysis, Bentsen et al. (2004) characterized
the natural variability of the AMOC using the time
series [principal component (PC)] of its leading empiri-
cal orthogonal function (hereafter PC1). However, the
latter may be too constraining to fully represent the
AMOC variability as it refers to a fixed spatial pattern.
Thus, we use instead the (detrended) time series of the
maximum value reached by the AMOC between 10°
and 70°N, and 500- and 5000-m depth, which can be
seen in Fig. 1. In the BCM simulation, the latitude of
the maximum is almost constant in time, around 23°N,
and its value is strongly correlated (0.8) to PC1. The
results below are thus very similar to both time series.
Following Delworth et al. (1993), we refer to our index
as the Meridional Overturning Index. Most of its vari-
ance is found at decadal time scales, but its frequency
spectrum has no significant peak on time scales shorter

FIG. 1. Raw MOI time series over the 300 yr of the model run.
The vertical dashed lines show the limits of the 200 yr that are
considered in the present study. The smooth curve indicates the
third-order polynomial fit of the time series.

FIG. 2. (top) Mean AMOC in the BCM. (bottom) Spectrum of
the (detrended) MOI, in log–log units (solid line) and in log–
linear units (variance preserving spectrum: dashed line). The spec-
trum was calculated by the multi-taper method using four tapers.
The vertical line indicates the 90% confidence interval.
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than 50 yr (not shown). Note that the time series is too
short to see oscillations on longer time scales.

To investigate the variability of the AMOC, we re-
gressed it on the MOI as a function of time lag (Fig. 3).
A significant anomalous positive overturning cell ap-
pears at high latitudes about 5 yr prior to the AMOC
maximum and progressively expands to the south, oc-
cupying the whole North Atlantic basin by lag �1 (cf.
lags �2 and 0 in the figure). The maximum anomaly
keeps progressing southward and loses significance at
high and midlatitudes after a lag of 4 yr. As the AMOC
variability seems to originate from the high latitudes, it
is likely to be linked to deep convection in the North
Atlantic. To account for the intermittent character of
the deep convection phenomenon, the deep convection
sites were defined by a criterion on mixed layer depth
variability, namely where the standard deviation of the
mixed layer depth in March exceeds 320 m. Results are
identical when using as a criterion that the maximal
depth reached over the average annual cycle exceeds
1000 m (Fig. 4). Note that we use the mixed-layer depth
directly coming from the isopycnal integration, as de-
tailed in Furevik et al. (2003). As in Bentsen et al.
(2004), three deep-water formation sites are identified:
the Labrador Sea; the Greenland, Iceland, and Norwe-

gian (GIN) Seas; and the Irminger Sea. Maximum
mixed layer depths in the model are reached in the
Irminger Sea. Observational evidence for deep convec-
tion in this area is recent (Bacon et al. 2003; Pickart et
al. 2003b), and it seems to only reach depths of about
1000 m, versus 2000 m in the model. In the Labrador
and GIN Seas, deep convection has often been ob-

FIG. 3. Regression of the AMOC on the MOI. AMOC leads at negative lags (in years). The contour interval is
0.2 Sv, continuous for positive and dashed for negative values. The thick contour denotes zero. Light (dark) shaded
areas are negative (positive) and significant at the 10% level.

FIG. 4. Maximal depth of the mixed layer over the annual cycle.
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served (e.g., Clarke and Gascard 1983; Schott et al.
1993), reaching about a 2000- and 1500-m depth, re-
spectively (Marshall and Schott 1999). In the model,
deep convection is also found at these locations, but it
is too shallow by about 400 m.

Dickson et al. (1996) showed in the observations that
a positive phase of the NAO enhances deep convection
in the Labrador Sea but reduces it in the GIN Seas, and
vice versa. In the BCM simulation, the atmospheric pat-
terns associated with deep convection in the two areas
are indeed very similar to the NAO (see Bentsen et al.
2004, their Fig. 9), and the winter mixed layer depth is
well correlated with the NAO time series (Fig. 5). The
NAO index is defined here as the time series of the
leading empirical function of the sea level pressure
(SLP) over the North Atlantic sector, which compares
well with the observations (Furevik et al. 2003). It typi-
cally varies on time scales of a few weeks, as in the
observations (Feldstein 2000), and has only a little
month-to-month persistence and none from one year to
the next in the model. Monthly anomalies indicate that
the NAO leads enhanced (weakened) deep convection
in the Labrador (GIN) Sea by 1 month (not shown).

Deep convection in the Irminger Sea might also oc-
cur during positive NAO phases in the observations
(Pickart et al. 2003a). In the model, however, it is only
weakly related to the NAO (Fig. 5), presumably be-
cause of the limited spatial resolution. Instead it seems
to respond to a complex series of atmospheric condi-
tions in the North Atlantic, starting on the average 3 yr
prior to a deep convection maximum (Fig. 6). The
anomalous SLP pattern first resembles a negative NAO
phase (lag �3), but it then mostly reduces to a low
pressure monopole centered west (lag �2) and then
east (lag �1) of Iceland. As shown by the arrows in Fig.
6, the cyclonic circulation induces significant anoma-
lous cold northerly winds and evaporation over the
Irminger Sea (see also Bentsen et al. 2004). The surface
waters become colder and saltier, and they sink when
dense enough. As opposed to the Labrador and GIN
Seas where deep convection is forced by short-term
changes in a standing atmospheric pattern (the NAO),
the Irminger Sea deep convection is thus forced by a
long-term succession of atmospheric patterns. It is in-
teresting to note that in the GFDL coupled model,
anomalously cold SSTs in the Irminger Sea are also
associated with surface pressure and northerly wind
anomalies that have their largest amplitude approxi-
mately 2 yr before (Delworth et al. 1997). In both mod-
els, the northerly winds increase the East Greenland
current by lag �1, but SSS anomalies are advected from
the Arctic in the GFDL model while no evidence of an
advective mechanism is found in the BCM, where den-

sity anomalies are mostly created by the local atmo-
spheric fluxes, as described above.

The strength of the cross correlations between the
oceanic surface characteristics in the deep convection
areas and the MOI shown in Fig. 7 indicates that in the
BCM simulation, the AMOC is most sensitive to deep
convection in the Irminger Sea, where an anomalously
deep, dense, salty, and cold mixed layer leads the MOI
by about 5 yr. The correlations between the MOI and
the deep convection parameters in the Labrador and
GIN Seas are much weaker, suggesting that they play a
lesser role. Bentsen et al. (2004) have shown that the
high-latitude AMOC anomalies propagate southward
in the Atlantic basin as a coastally trapped wave, as in

FIG. 5. (top) Cross correlation between the annual NAO time
series and the mixed layer depth averaged over the areas of deep
convection during the winter season (Jan–Apr). The NAO leads
at positive lags. The thin line refers to the Labrador Sea, the
dashed line to the Irminger Sea, and the thick line to the GIN
Seas. The gray area limits the 10% significant domain. (bottom)
Regression of the annual mixed layer depth on the normalized
annual NAO time series. The contour interval is 10 m. The con-
tours and shadings are as in Fig. 3.
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Kawase (1987) and Yang (1999). The time scale is how-
ever longer since Kelvin baroclinic waves are not
present in coarse resolution models where the Rossby
radius is not resolved but replaced by viscous boundary
waves (e.g., Hsieh et al. 1983; Killworth 1985), which
have a much slower propagation speed. This may ex-
plain why the perturbation takes about 6 yr to reach the
equator. The exact time scale also probably depends on
the resolution and the type of grid. Note that it is of the
same order of magnitude as that found by Eden and
Willebrand (2001) in a low-resolution OGCM.

4. The Atlantic meridional overturning circulation
and the NAO

Previous modeling studies have suggested that the
NAO has a strong impact on the thermohaline circula-
tion (THC) through mechanical wind or buoyancy forc-
ing (Timmermann et al. 1998; Delworth and Great-
batch 2000; Eden and Willebrand 2001). Since in the
BCM simulation the NAO triggers deep convection in
the Labrador and GIN Seas (Fig. 5), it is of interest to
investigate its influence on the AMOC. Regressing the
AMOC on the monthly NAO time series only shows
significant correlation when the AMOC is in phase with
the NAO or follows by a few months. The monthly
AMOC anomaly that covaries with the NAO is very
significant (Fig. 8) and is essentially due to Ekman
pumping. During a positive NAO phase, the Ekman
pumping is anomalously negative between 32° and
55°N as a consequence of the convergence of the Ek-
man currents due to the intensification of the westerlies

and the trade winds, and anomalously positive else-
where. The horizontal circulation is maximum at the
surface and almost constant beneath the mixed layer,
suggesting a barotropic response to the wind forcing, as
in Eden and Willebrand (2001) and Hakkinen (1999).
The barotropic response persists little, about 1 month
at extratropical latitudes and up to 4 months in the
subtropics, with a weak southward propagation.

To search for the baroclinic AMOC response that
should appear at longer time lags, the same analysis is
repeated with annual means (Fig. 9). At lag 0, we pri-
marily detect the rapid wind-induced barotropic re-
sponse (left). When the AMOC follows the NAO by 1
yr (middle), the AMOC response is composed of two
cells that are almost opposite to the ones in phase. A
large positive cell that is weak at the surface and maxi-
mum between 1000 and 2000 m is centered at 50°N and
persists up to lag 3. A weak negative cell is located
farther south around 20°N, with a maximum near 500
m, but significance is lost by lag 2. This pattern re-
sembles the baroclinic response to the NAO winds
found by Eden and Willebrand (2001), except that it
only appears after 3 yr in their model. Note that the
associated horizontal currents (not shown) resemble
the gyre variability discussed by Curry and McCartney
(2001) and Marshall et al. (2001). No significant signal
is found when the AMOC leads.

In spite of their different structure, the NAO-
induced AMOC patterns are not independent from that
associated with the MOI, as defined by lag 0 in Fig. 3:
the spatial correlation is 0.64 for the in-phase barotro-
pic structure of Fig. 9 (left) and �0.56 for the baroclinic

FIG. 6. Lagged regression of SLP (contours) and wind stress (arrows) anomalies onto the anomalous deep
convection in the Irminger Sea. The atmosphere leads at negative lags (in years). Only the vectors with at least one
significant component at the 10% level are shown. The contour interval is 0.1 hPa. The contours and shadings are
as in Fig. 3.
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structure at lag 1 (Fig. 9, right). Consistently, the NAO
index and the MOI are significantly correlated in phase
and weakly anticorrelated at lag 1 (Fig. 10). When the
data are low-pass filtered (section 2) to focus on the
decadal time scales, the correlation between NAO and
MOI is small (Fig. 10, dashed line), and correspond-
ingly, the regression of the AMOC on the NAO time
series shows no significant signal. We speculate that it is
primarily due to a near compensation at low frequency
between the barotropic and the baroclinic responses
seen in Fig. 9. This differs from Timmermann et al.
(1998) and Delworth and Greatbatch (2000), who sug-
gested that low-frequency changes in the NAO force a
basin-scale acceleration of the THC via persistent
buoyancy fluxes at high latitudes that enhance deep
convection. However, the deep convection in these
models was occurring south of Greenland, where the
buoyancy forcing of the NAO was strong, while in the
BCM the main convection site is in the Irminger Sea
and is not directly forced by the NAO. Note that we do
not exclude that the baroclinic response in Fig. 9 may
be driven in part by buoyancy forcing as well, but our

two-cell response widely differs from the buoyancy
forced basin-scale cell seen in the other models.

5. The Atlantic meridional overturning circulation
and ENSO

a. ENSO in the BCM

In the BCM simulation, the ENSO phenomenon is
strong and rather realistic. It is well described by the
first mode of SST variability in the tropical Pacific (not
shown) that explains 55% of the monthly SST anomaly
variance between 12°N and 12°S, versus 64% in the
National Centers for Environmental Prediction–
National Center for Atmospheric Research (NCEP–
NCAR) reanalysis. The mode time series, or ENSO
index (positive for a warm El Niño phase) is anticorre-
lated at a 17-month lag, versus 20 in the NCEP–NCAR
reanalysis, and is more strongly autocorrelated at a 3–4-
yr lag. Its spectrum (Fig. 11, top) thus shows signifi-
cantly enhanced variance around 35 months. In the
Indo-Pacific, the associated SLP structure compares
rather well with the observed Southern Oscillation even
though the eastern Pacific lobe extends farther west-

FIG. 7. Cross correlation between the annual MOI and the win-
ter (Jan–Apr) mixed layer depth (thick line), sea surface density
(thin line), SSS (dashed line), and SST (mixed line). The gray area
delimits the 10% significant domain. The MOC leads at positive
lags.

FIG. 8. (top) In-phase regression of the zonal mean Ekman
pumping anomalies on the normalized time series of monthly
NAO anomalies. Note that the Ekman pumping is not defined
near the equator. (bottom) Same for the AMOC monthly anoma-
lies. The contour interval is 0.4 Sv. The contours and shadings are
as in Fig. 3, with the continuous line for positive and the dashed
line for negative values.
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ward along the equator (Fig. 12). In the North Atlantic,
however, the SLP signal is 2.5 times too strong in the
BCM, and the observed southwest–northeast pattern is
replaced by a dipole that has some similarity with a
negative phase of the NAO, except that it is shifted
northward and strongly dominated by the southern
pole. The too-strong impact of ENSO on the North
Atlantic is a known deficiency of the ARPEGE atmo-
spheric model (Cassou and Terray 2001). It results in an
unrealistic in-phase anticorrelation (r � �0.35) be-
tween the NAO and ENSO indices that makes it harder
to distinguish between NAO and ENSO influences on
the northern North Atlantic, as discussed below. On the
other hand, the ENSO signal is fairly well reproduced

in the tropical and subtropical Atlantic, and the ENSO-
induced anomalous precipitation pattern is significant
and realistic, as shown in Fig. 13 by a comparison with
the NCEP–NCAR reanalysis (for clarity, we did not
indicate statistical significance). During the late rainy
season in the Caribbean Sea (August–November; Fig.

FIG. 9. Same as Fig. 8, but for annual means and various lags (in years). NAO leads at positive lags. The
contour interval is 0.2 Sv.

FIG. 10. Cross correlation between the NAO time series and the
MOI, in annual means (solid line) and after low-pass filtering
(dashed line). The dark (light) area delimits the 10% significant
domain for the annual (decadal) data.

FIG. 11. (top) Same as in bottom of Fig. 2, but for the ENSO
time series. (bottom) Normalized ENSO time series of annual
mean.
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13, left) preceding a mature ENSO phase (December–
January–February), a divergent surface flow dominates
the eastern tropical Atlantic, contributing to anoma-
lously weak precipitation over the Caribbean, as in the
“dry Caribbean–ENSO relationship” of Hastenrath
(1976). During the following months (middle), high
pressure over the equatorial Atlantic reduces the me-
ridional SLP gradient, yielding weaker trade winds and
a gradual warming of the sea surface, consistent with
Enfield and Mayer (1997). The warm SST anomaly
reaches its maximum 4–6 months after the mature
ENSO phase (i.e., in boreal spring of the ensuing year;
right) and is associated with a wetter Caribbean at the
start of the new rainy season, as discussed in Giannini et
al. (2000). This realistic behavior of ENSO in the tropi-

cal Atlantic is of particular interest in view of the pre-
vious studies that have linked ENSO to the AMOC
(e.g., Latif 2001).

b. Interannual time scales

Lagged regression based on annual means shows no
significant link when the AMOC leads ENSO. In phase
with ENSO events (Fig. 14, left), the AMOC is weaker
at midlatitudes (typically by 0.3 Sv), as during a nega-
tive NAO phase but with less intensity (Fig. 9, left),
consistent with the anticorrelation between the two at-
mospheric indices, and mechanical forcing by anoma-
lous Ekman pumping (Fig. 14, top). The difference with
the NAO case is that the AMOC southern cell extends
less toward the Tropics, and there is an opposite cell at
15°S. The correlation loses significance 1 yr after
ENSO, but 2 yr after (lag 2), a significant response of
the opposite sign and slightly shifted southward appears
with a similar intensity (Fig. 14, middle). There is some
similarity with the baroclinic response to the NAO, but
the pattern persists much longer and slowly propagates
southward, so that 6 yr after ENSO (right), the weak-
ening of the meridional circulation is centered at 35°N,
resembling to some extent the lag-0 barotropic re-
sponse, but without significant positive cells. Signifi-
cance is lost by lag 7. Consistent with this picture, the
MOI and ENSO index are significantly correlated in
phase and also when the MOI lags by 6 yr (Fig. 15). The
AMOC weakening following a positive ENSO event
persists longer than that following a negative NAO
phase because the ENSO forcing is more persistent and
affects the deep convection sites differently. As shown
in Fig. 16, the ENSO teleconnections simultaneously
reduce the deep convection in the Labrador and
Irminger Seas without significantly affecting the GIN
Seas, while a negative NAO phase reduces the deep
convection in the Labrador Sea and enhances it in the

FIG. 13. Lagged regression of precipitation on ENSO in Dec–Jan–Feb in (top) BCM and in (bottom) NCEP–
NCAR. SON (0) indicates that precipitation is considered from Sep to Nov prior to the mature phase of ENSO and
MJJ(�1) indicates that precipitation is considered from May to Jul after the mature phase. The contours corre-
spond to 0, 2.5, 5, 12.5, 22.5, and 50 mm month�1, with continuous (dashed) line for positive (negative) values. The
thick contour denotes zero.

FIG. 12. Southern Oscillation associated with a positive phase of
the leading tropical Pacific “El Niño” SST mode in (top) BCM
and (bottom) NCEP–NCAR. The contour interval is 0.4 hPa. The
contour and shadings are as in Fig. 3.
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GIN Seas, without much effect in the Irminger Sea (see
Fig. 5, right). The effect of ENSO might in addition be
further prolonged by the advection of a negative salin-
ity anomaly created in phase off Newfoundland and
that propagates toward the Irminger Sea in 3–4 yr, as
described in Mignot and Frankignoul (2004). In conclu-
sion, ENSO forcing explains why Bentsen et al. (2004)
found that regimes can exist in the BCM simulation
where deep convection in the Irminger and Labrador
Seas act together.

c. Decadal time scales

To filter out the fast response to the wind forcing that
may obscure slower changes, we now consider the data
filtered at decadal time scales. We thus now consider

the response to decade-long ENSO fluctuations or to
successions of shorter events of the same signs, both
referred to as decadal changes of ENSO. Contrary to
the NAO case where statistical significance was lost,
low-pass filtering strongly enhances the AMOC weak-
ening that follows ENSO events, and it makes its slow
southward propagation more visible (not shown). The
AMOC weakening is initiated at high latitudes, reaches
its maximum (0.5 Sv) about 4 yr after decade-long
warm ENSO events or decadal succession of short

FIG. 14. Same as Fig. 9, but for the normalized annual ENSO time series when the latter is (left) in phase and
leads by (middle) 2 and (right) 6 yr. The contours and shadings are as in Fig. 3.

FIG. 15. Cross correlation between the annual MOI and ENSO
index. The shaded area indicates the 10% two-sided significant
level.

FIG. 16. Regression of the annual mixed layer depth to the
normalized annual ENSO time series. The mixed layer depth fol-
lows the ENSO time series by 1 yr. The contour interval is 10 m
(contours and shadings are as in Fig. 3).
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warm ENSO events, and expands to the Southern
Hemisphere after about 8 yr, consistent with the
AMOC propagation in Fig. 3.

The cross correlation between the low-pass-filtered
ENSO and MOI time series confirms the strong anti-
correlation when ENSO leads by about 4 yr (Fig. 17)
but, in addition, shows a significant positive correlation
when ENSO leads by about 39 yr. Note that this peak
is significant (at the estimated 10% level) indepen-
dently of the trend removal, although artificially large
correlations are found at positive lags when no trend is
removed. It is also significant when periods lower than
5 yr only are filtered out. To document the associated
patterns, the global SST field was regressed on the MOI
with the same time lag (Fig. 18, left), showing indeed a
significant positive SST monopole in the tropical Pacific
that resembles the model El Niño.

To confirm the relationship between tropical Pacific
SST and the AMOC, we used a lagged maximum co-
variance analysis (MCA) based on a singular value de-
composition. As in Frankignoul et al. (2001), statistical
significance was estimated using a moving block boot-
strap approach. The first covariance mode between the
low-pass-filtered global SST and low-pass-filtered
AMOC is highly significant when AMOC follows SST

by a few years, confirming that a positive ENSO phase
is followed by a basin-scale weakening of the AMOC
(Fig. 19). No other significant first mode was found, but
the second mode of covariability is significant when
SST leads the AMOC by 36 yr. The associated patterns
(Fig. 20) show that a positive ENSO phase is followed
by a dipole-like AMOC fluctuation with anomalously
strong meridional circulation at high latitudes and an
anomalously weak one in the Tropics. This structure is
very close to the second EOF of the AMOC (not
shown), and it has some similarity with the lag �4 pat-
tern in Fig. 3. Based on the latter, we can thus expect a
basin-scale acceleration of the AMOC about 36 � 4 �
40 yr after a decade with warm ENSO events, as seen in
Fig. 17. However, no significant covariance could be
found near this lag, possibly because the simulation is
too short for the signal to be robust when only using
SST data.

We saw that warm ENSO events lead to a salinifica-
tion of the western tropical Atlantic via anomalous
freshwater fluxes (section 5a), and the surface waters
are indeed anomalously salty 39 yr prior to the AMOC
maximum (Fig. 18, right). The delayed ENSO influence
could thus occur via salinity advection, as suggested in
the observations by Latif (2001). To investigate this
mechanism in the BCM, we released fictitious Lagrang-
ian drifters in the surface mixed layer at the center
of the positive haline anomaly in the tropical North
Atlantic and followed their advection by the model
climatological monthly currents, as in Mignot and
Frankignoul [2004; see Blanke and Raynaud (1997)
for a description of the Lagrangian advective tool]. The
trajectories of the floats calculated over 40 yr are shown
in Fig. 21 as a function of depth. The releases were
distributed throughout the year, but, for clarity, we only
show the trajectories of particles released in January
and July. The time step used for the calculation is 10
days. Most drifters propagate twice around the

FIG. 17. Lagged correlation between the low-passed ENSO and
MOI time series. The shaded area indicates the 10% significant
level.

FIG. 18. Lagged regression of (left) the global decadal SST (contour interval: 0.4 K) and (right) the North
Atlantic SSS (contour interval: 0.15 psu) on the normalized low-pass-filtered MOI. The MOI lags by 39 yr in both
cases. The contours and shadings are as in Fig. 3.
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subtropical gyre, first remaining in the mixed layer,
then subducting in the center of the gyre and recircu-
lating at greater depth in the Caribbean Sea and along
the coast of the United States. Some drifters then es-
cape the subtropical gyre along the North Atlantic Cur-
rent and are seen to finally reach the high latitudes,
essentially the Irminger and Labrador Seas, between
500- and 1500-m depth. We emphasize that these tra-
jectories were calculated using the monthly climatologi-
cal currents of the model and are thus independent of
the filtering applied to the data. They show that a 40-yr
delay between decade-long warm ENSO events or a
decadal succession of short warm ENSO events and a
weakening of the AMOC is consistent with the north-
ward advection of salinity anomalies created by ENSO
in the tropical Atlantic. The good correspondence be-
tween the time scales found in the two independent
analyses gives credit to the proposed long-term link.

The propagation of salinity anomalies was difficult to
follow. However, the lagged regression of the anoma-
lous potential density at 600 m on the ENSO time series
indeed shows that the water becomes anomalously
dense in the North Atlantic about 35 yr after the warm
ENSO events (Fig. 22). This could destabilize the water
column and, presumably, favor deep convection.

6. Conclusions

In the BCM, the natural variability of the AMOC is
dominated by a basin-scale adjustment to changes in
the deep convection in the Irminger Sea. Although the
relevance of deep convection in the Irminger Sea has
been confirmed by recent observations (Pickart et al.
2003b; Bacon et al. 2003), its relative importance seems
overestimated, as the Labrador and GIN Seas are gen-
erally considered as the main areas of deep-water for-

FIG. 19. Leading mode of the MCA between low-pass-filtered SST and AMOC when the former leads the latter
by 3 yr. (left) SST homogeneous field (projection of the SST on the MCA time series associated to the SST). The
contour interval is 0.08 K. (right) AMOC heterogenous field (projection of the AMOC on the same time series).
The contour interval is 0.2 Sv. The contours and shadings are as in Fig. 3. SC is the square covariance and r is the
correlation of the two MCA time series. The value in parentheses indicates the estimated significance level.

FIG. 20. Same as Fig. 19, but for the second mode of covariability. The SST leads the AMOC by 36 yr.
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mation in the northern North Atlantic (e.g., Lazier et
al. 2001). In the model, enhanced deep convection in
the Irminger Sea is due to a succession of atmospheric
patterns that bring anomalous northerly winds over the
area, evaporation, and cooling. Unlike in the observa-
tions (Pickart et al. 2003a), the atmospheric forcing is
not linked to the NAO. Note however that observa-
tions are partly influenced by noise and perhaps also by
changes in radiative forcing, composition of the atmo-
sphere, etc.

The influence of the NAO on the AMOC was ex-
plored. Although a positive NAO phase enhances deep
convection in the Labrador Sea and inhibits it in the
GIN Seas (and conversely), as in the observations, it
primarily influences the AMOC through the mechani-
cal action of the wind. The AMOC is indeed rapidly
intensified south of 40°N and weakened to the north,
consistent with a barotropic response to NAO winds.
The baroclinic response appears 1 yr later and almost

has the opposite polarity. At longer time scales, the
barotropic and baroclinic responses thus largely com-
pensate, and the AMOC response to the NAO is weak.
We found no evidence of a significant low-frequency
impact of the NAO through buoyancy forcing. This dif-
fers from previous studies of Timmermann et al. (1998)
and Delworth and Greatbatch (2000), where the buoy-
ancy forcing associated to the NAO caused a basin-
scale change of the AMOC. The weaker NAO influ-
ence in the BCM is presumably due to the strength of
the deep convection in the Irminger Sea, which is not
directly affected by the NAO in the model. Although of
questionable realism, this result emphasizes that the
location of deep convection and the high-latitude atmo-
spheric forcing must both be well represented in
coupled models in order to correctly simulate the
AMOC variability.

Finally, we investigated the link between ENSO and
the AMOC. In the BCM, the ENSO phenomenon is
fairly realistic, but its influence on the atmospheric cir-
culation in the North Atlantic sector is too strong, and
ENSO and NAO are significantly anticorrelated, unlike
in the observations. As a result, the ENSO teleconnec-
tions affect the AMOC through both wind forcing and
a direct impact on deep convection in the Labrador and
Irminger Seas, resulting in a more persistent influ-
ence—a slower overturning following a positive ENSO
phase by about 6 yr. However, as these impacts are
directly linked to the artificial ENSO influence on the
northern North Atlantic, they are unlikely to be realis-
tic.

Some evidence of more realistic influence of ENSO
on the AMOC was found at low frequency with a time
lag of about 40 yr. The mechanism is based on the
advection of salinity anomalies that appear in the tropi-
cal Atlantic during El Niño events, consistent with the
observed ENSO impact that was suggested by Latif
(2001). Their northward propagation is primarily due to
the mean oceanic circulation and takes approximately
35 yr. The salinity anomalies would first circulate in the
subtropical gyre, then subduct, and recirculate at
depths along the coast of northern America. They
would then be in part advected along the North Atlan-
tic current, eventually reaching the Irminger and Lab-
rador Seas, where they tend to destabilize the water
column and thus presumably enhance deep convection,
hence the AMOC. However, this delayed ENSO im-
pact was difficult to detect in only 200 yr of model data,
and it should be investigated further in longer simula-
tions or through specific experiments in forced condi-
tions. It is interesting to note that several sensitivity
experiments with coupled models highlight a similar
mechanism. Latif et al. (2000) described a scenario

FIG. 22. Regression at lag 35 of the potential density at 600 m on
the ENSO time series (ENSO leads); all data are low-pass filtered.

FIG. 21. Lagrangian trajectories of the fictitious drifters
launched in the Tropics (black diamonds) and advected by the
model mean currents for 39 yr. The colors indicate the depth of
the drifters.
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simulation where the AMOC is stabilized in global
warming conditions by the advection of salinity anoma-
lies from the tropical Atlantic that were created by
strong ENSO events. A similar mechanism is suggested
by Thorpe et al. (2001), except that it does not involve
ENSO. In a BCM simulation perturbed by an artificial
freshening in the high latitudes, Otterå et al. (2003)
observed a stabilization of the AMOC because salinity
anomalies that were created by the weakening of the
Guyana Current in the tropical Atlantic were advected
northward, countering after about 50 yr the imposed
freshening. Subtropical salinity anomalies due to a shift
of the ITCZ position acted similarly in two simulations
with the HadCM3 model, one in control conditions
(Vellinga and Wu 2004) and one perturbed by an
anomalous freshwater anomaly in the high latitudes
(Vellinga et al. 2002). Our study does not tell whether
salinity advection from the tropical Atlantic would be
sufficient to stabilize the AMOC in a global warming
scenario with the BCM, but it emphasizes its possible
role in the long-term variability of the thermohaline
circulation.
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ABSTRACT

Using the coupled climate model of intermediate complexity, CLIMBER-3�, changes in the vertical
thermal structure associated with a shutdown of the Atlantic meridional overturning circulation (AMOC)
are investigated. When North Atlantic Deep Water formation is inhibited by anomalous freshwater forcing,
intermediate depth ventilation can remain active and cool the subsurface water masses (i.e., the “cold
case”). However, if intermediate ventilation is completely suppressed, relatively warm water coming from
the south penetrates to a high northern latitude beneath the halocline and induces a strong vertical tem-
perature inversion between the surface and intermediate depth (i.e., the “warm case”). Both types of
temperature anomalies emerge within the first decade after the beginning of the freshwater perturbation.
The sign of subsurface temperature anomaly has a strong implication for the recovery of the AMOC once
the anomalous freshwater forcing is removed. While the AMOC recovers from the cold case on centennial
time scales, the recovery is much more rapid (decadal time scales) when ventilation is completely sup-
pressed and intermediate depths are anomalously warm. This is explained by a more rapid destabilization
of the water column after cessation of the anomalous flux due to a strong vertical temperature inversion.
A suite of sensitivity experiments with varying strength and duration of the freshwater perturbation and a
larger value of background vertical diffusivity demonstrate robustness of the phenomenon. Implications of
the simulated subsurface temperature response to the shutdown of the AMOC for future climate and abrupt
climate changes of the past are discussed.

1. Introduction

Because of its importance for the climate system, the
Atlantic meridional overturning circulation (AMOC)
has received considerable attention in recent years
(e.g., Vellinga and Wood 2002; Winton 2003; Herweijer
et al. 2005). The AMOC is responsible for a large part
of meridional heat transport in the Atlantic Ocean
(e.g., Ganachaud and Wunsch 2000; Trenberth and Ca-
ron 2001) and numerous modeling experiments have
shown that changes in its strength and spatial structure
can considerably affect regional and global climate

(Crowley 1992; Stocker 1998; Vellinga and Wood 2002;
Timmermann et al. 2005; Levermann et al. 2005). Rapid
reorganizations of the AMOC are considered as the
prime candidates for explaining abrupt climate changes
recorded during glacial times (Clarke et al. 2002;
Rahmstorf 2002). The possibility of an AMOC shut-
down in the future in response to global warming has
been demonstrated with a number of climate models
(Manabe and Stouffer 1993; Rahmstorf and Ganopol-
ski 1999; Houghton et al. 2001).

So-called water hosing experiments, where anoma-
lous freshwater flux (or equivalent negative salinity
flux) is applied to some regions of the ocean are widely
used to study the stability of the AMOC and its impact
on climate (e.g., Stocker and Wright 1991; Manabe and
Stouffer 1995; Rahmstorf 1996; Fanning and Weaver
1997; Schiller et al. 1997; Rind et al. 2001; Rahmstorf et
al. 2005; Stouffer et al. 2006). These idealized experi-
ments are motivated by the necessity to understand
past abrupt changes of the ocean circulation, as well as
its response to future climate change. A large discharge
of freshwater into the North Atlantic during glacial
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time and deglaciation is believed to be responsible for
major shifts in the ocean circulation recorded by vari-
ous paleoclimate proxies (e.g., Bond et al. 1992; Mc-
Manus et al. 2004). Concerning future climate change,
model simulations suggest that global warming would
intensify the freshwater input into the North Atlantic,
as a consequence of an intensification of northward at-
mospheric moisture transport, increase of river dis-
charge into the Arctic Ocean, and melting of the
Greenland ice sheet (Church et al. 2001). Recent ob-
servations give consistent indications (Peterson et al.
2002; Dickson et al. 2002).

In most hosing experiments, anomalous freshwater
flux has been applied to the North Atlantic and, in spite
of differences in models, areas and magnitudes of the
applied freshwater flux, a number of robust features of
the models’ response emerged. In particular, it has been
shown that a sufficiently large anomalous freshwater
flux [typically 0.1–1 Sv (1 Sv � 106 m3 s�1), this value
being strongly model dependent] can shut down the
AMOC completely on decadal to centennial time scales
(e.g., Rahmstorf et al. 2005; Stouffer et al. 2006). This
leads to a strong surface oceanic and atmospheric cool-
ing in the North Atlantic realm (order of 10 K) and a
pronounced cooling over most of the Northern Hemi-
sphere. At the same time, in the southern Atlantic, sur-
face and subsurface warming occurs on decadal time
scales (i.e., the Atlantic seesaw; Crowley 1992) after the
shutdown of the AMOC. These warm anomalies gradu-
ally propagate into high latitudes of the Southern
Hemisphere. This process occurs on multicentennial
time scales and is thus not clearly seen in short-term
water hosing experiments (e.g., Rind et al. 2001). Apart
from a direct atmospheric temperature response, the
shutdown of AMOC leads to a pronounced reorgani-
zation of atmospheric circulation, in particular to a
southward shift of the intertropical convergence zone,
which results in large changes in precipitation in the
Tropics [e.g., Manabe and Stouffer (1988); Vellinga and
Wood (2002); Broccoli et al. (2006) in models; Peterson
et al. (2000) using paleo-observations].

At the same time, experiments with different climate
models reveal important discrepancies that have not
received much attention and remain unexplained. It has
been shown that the magnitude and time scale of the
AMOC weakening in response to a fixed amount of
anomalous freshwater depends, among other factors,
on the location of the anomaly, with a stronger and
more rapid response if the latter is applied directly in
the area of deep-water formation as compared to a
more southern perturbation (Rahmstorf 1996; Manabe
and Stouffer 1997; Gregory et al. 2003; Goelzer et al.
2006). Furthermore, while the models agree on the sur-

face cooling in the North Atlantic and the surface and
subsurface warming in the southern and tropical Atlan-
tic, different authors report subsurface temperature
changes in the mid- and high latitudes of the North
Atlantic of the opposite sign: Manabe and Stouffer
(1988, 1997) and Rind et al. (2001) show strong nega-
tive temperature anomalies developing in mid- and
high latitudes of the North Atlantic from the surface to
the bottom, while Knutti et al. (2004) and Rühlemann
et al. (2004) report on strong subsurface warming (with
a magnitude of several degrees) within the upper 1000
m in the Atlantic northern high latitudes. Together with
the surface cooling, this can induce significant reversed
vertical temperature gradients. Apart from that, the
rate of recovery differs strongly between model experi-
ments (e.g., Stouffer et al. 2006).

It is natural that surface changes associated with a
weakening or a complete shutdown of the AMOC at-
tracted the primary attention, because they can directly
affect the regional and global climate. However, as we
will show below, subsurface temperature and salinity
changes are important because they determine the
mechanism and rate of the AMOC recovery after ces-
sation of the anomalous freshwater flux. This plays a
role in the interpretation of paleoclimate data and the
understanding of mechanisms of past abrupt climate
changes. For example, the strong vertical temperature
inversion in high latitudes of the North Atlantic during
stadial (cold) Atlantic events is crucial for the rapid
onset of Dansgaard–Oeschger warm events simulated
by Ganopolski and Rahmstorf (2001). They are also an
essential element of the mechanism of self-sustained
deep-decoupling oscillations found in some models.
These have been proposed to explain millennium-scale
climate variability during glacial times (Winton 1997;
Shaffer et al. 2004).

Here, we show that opposite subsurface temperature
patterns in the northern North Atlantic are obtained in
experiments with different locations of freshwater per-
turbations. First, this result is interesting in the frame-
work of model intercomparison. In all the experiments
cited above, hosing is alternatively applied in the high
northern latitudes (e.g., Stouffer et al. 2006), farther
south in the subtropics (e.g., Rahmstorf et al. 2005) or
in an intermediate region around 50°N (e.g., Knutti et
al. 2004; Rühlemann et al. 2004), and results are usually
compared without special care. We will show that dif-
ferent experimental setups can induce very different
oceanic subsurface anomalies and AMOC recovery
mechanisms. Second, we will discuss some paleocli-
matic implications of subsurface response to changes in
the AMOC. These changes might be relevant for the
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assessment of environmental impacts of a possible fu-
ture AMOC reduction in response to global warming.

The model and experiments are described in section
2. Subsurface temperature anomalies are discussed in
section 3 and implications for the AMOC recovery are
discussed in section 4. Robustness of the results to de-
tails of the perturbation and to oceanic mixing param-
eterization is tested in section 5. Results are discussed
in section 6.

2. Model and experimental setup

The model used in this study is the CLIMBER-3�
coupled climate model of intermediate complexity
(Montoya et al. 2005). It consists of the Potsdam
statistical–dynamical atmospheric model version 2
(POTSDAM-2; Petoukhov et al. 2000) coupled to a
global, 24-layer ocean general circulation model based
on the Geophysical Fluid Dynamics Laboratory
(GFDL) Modular Ocean Model version 3 (MOM-3)
code and to the dynamic and thermodynamic sea ice
module of Fichefet and Maqueda (1997). The oceanic
model has a horizontal resolution of 3.75° � 3.75°. It
uses a weak background vertical diffusivity (� � 0.1 �
10�4 m2 s�1) and a second-order-moment advection
scheme for tracers (Prather 1986) that strongly reduces
numerical diffusivity (Hofmann and Maqueda 2006). A
parameterization of boundary enhanced mixing de-
pending both on near-bottom stratification and rough-
ness of topography (Ledwell et al. 2000) is imple-
mented, following Hasumi and Suginohara (1999). This
leads locally to vertical diffusion coefficients of up to
10�4 m2 s�1 for example over rough topography. In-
stead of a grid-based horizontal diffusivity, an isopycnal
diffusion coefficient of �iso � 1000 m2 s�1is applied. In
the upper layer, the K-profile parameterization (Large
et al. 1994) is used in order to better represent the
mixed layer. The atmospheric POTSDAM-2 model has
a coarse horizontal resolution (7.5° latitude and 22.5°
longitude) and is based on the assumption of a univer-
sal vertical structure of temperature and humidity,
which allows reducing the three-dimensional descrip-
tion to a set of two-dimensional prognostic equations
for temperature and humidity. Description of atmo-
spheric dynamics is based on a quasigeostrophic ap-
proach and a parameterization of the zonally averaged
meridional atmospheric circulation. The synoptic pro-
cesses are parameterized as diffusion terms with a tur-
bulent diffusivity computed from the atmospheric sta-
bility and horizontal temperature gradients. Heat and
freshwater fluxes between the ocean and the atmo-
sphere are computed on the oceanic grid and applied
without any flux adjustments. The wind stress is com-
puted as the sum of the National Centers for Environ-

mental Prediction–National Center for Atmospheric
Research (NCEP–NCAR) reanalysis wind stress clima-
tology (Kalnay et al. 1996) and the wind stress anomaly
calculated by the atmospheric model relative to the
control run. The reader is referred to Montoya et al.
(2005) for a description of the coupling and more de-
tails on the oceanic mixing parameterization, and to
Mignot et al. (2006) for a discussion on the model’s
sensitivity to oceanic vertical diffusivity.

The control model run has been integrated under
present-day boundary conditions for more than 5000 yr.
It yields an overturning circulation in the Atlantic of
about 12 Sv, with deep-water formation occurring both
in the Nordic Seas and in the Irminger Sea south of the
Greenland–Scotland ridge (Fig. 1a). Note that it
reaches much shallower depths in this latter area. Two
specific experiments that differ in the location where
the forcing is applied constitute the core of the study

FIG. 1. Maximal depth of the turbulent mixed layer given by the
model over the annual cycle in (a) the control run and in experi-
ments (b) S-5080N and (c) S-2050N after 100 yr of anomalous
forcing. In (a), the hatched areas represent the two forcing areas
used in the study (see text).
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(Fig. 1a). Note that in all experiments, in spite of the
fact that the model uses an explicit free surface, the
perturbation consists in an extraction of salt, so that the
volume of the ocean is unperturbed. In the first experi-
ment (S-5080N), a negative anomalous salt flux corre-
sponding to 0.35 Sv of freshwater flux was uniformly
added in the high latitudes of the North Atlantic, be-
tween 50° and 80°N. This region covers the sites of
deep-water formation in the model. This setup is simi-
lar to the one of the Coupled Model Intercomparison
Project (CMIP; Stouffer et al. 2006). In the second ex-
periment (S-2050N), an anomalous salt flux of identical
amplitude (0.35 Sv) was added to the North Atlantic
between 20° and 50°N. This region is located south of
the deep-water formation sites and was used by several
authors to investigate the possible bistability of the me-
ridional overturning circulation (e.g., Wang 2005;
Rahmstorf et al. 2005). Note that since the forcing areas
differ in both experiments, the anomalous flux imposed
at each grid cell (expressed in m s�1) differs. Both ex-
periments were integrated for 100 yr with anomalous
forcing and an additional 300 yr without the forcing.
Additional experiments were performed in order to in-
vestigate the sensitivity of the results to the strength
and duration of the freshwater perturbation and to the
oceanic vertical diffusivity. Details will be given below.

3. Subsurface temperature anomalies

After 100 yr of integration with 0.35-Sv anomalous
equivalent freshwater flux, the AMOC is strongly re-
duced in both experiments. Deep-water formation in
the Nordic Seas and south of the Greenland–Scotland
ridge has ceased, as can be inferred from the very shal-
low mixed layer depth in Figs. 1b,c compared to the
control run (Fig. 1a). In the case of the southern forcing
region (S-2050N), ventilation down to about 600-m
depth is still enabled around 60°N (Fig. 1c). This is
much shallower than the maximum depths reached in
the control simulation (more than 2000 m, Fig. 1a) and
does not result in deep-water formation. The time scale
for the AMOC shutdown also differs in the two experi-
ments, as seen in Fig. 2a: it is much more abrupt in
experiment S-5080N where deep-water formation sites
are directly capped by the surface freshwater anomaly.

FIG. 2. (a) Time series of the maximum overturning circulation
(solid) and overflow over the Greenland–Scotland ridge (dashed)
annual averages in experiments S-2050N (cold case, gray) and
S-5080N (warm case, black), respectively. The perturbation
(equivalent to a freshwater flux of 0.35 Sv) was applied during 100
yr (black vertical line) before being removed. (b)–(d) The cor-

←

responding time series for the surface air temperature in the
North Atlantic region (60°–90°N), the Atlantic ocean heat trans-
port at 48°N, and the Atlantic subsurface temperature averaged
between 40° and 80°N and between 100 and 700 m for the two
experiments, respectively.
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In S-2050N, the freshwater-induced salinity anomalies
are carried to the north by the oceanic circulation itself
(e.g., Goelzer et al. 2006). This is why time scales are
longer while the amplitude of the reduction is smaller
(see also Rahmstorf 1996; Manabe and Stouffer 1997).

The pattern of sea surface temperature difference to
the control run is qualitatively the same for both ex-
periments (Figs. 3a,b), and corresponds to the classic
picture associated with a reduction of the northward
oceanic heat transport [e.g., Manabe and Stouffer
(1988) in equilibrium experiments; Vellinga and Wood
(2002) in transient experiments]: the South Atlantic is
warmer than the control run by 0.5–2 K while a cooling

of up to 8 K occurs in the North Atlantic. In the latter
basin, cooling is maximal (12 K in S-5080N and 10 K in
S-2050N) in the deep-water formation regions as a re-
sult of the shutdown of deep convection. The anoma-
lous surface air temperature show the same qualitative
north–south dipole, with maximum amplitude over
the Nordic Seas being higher in S-5080N, as shown in
Fig. 2b.

On the other hand, strong differences between the
two experiments arise at an intermediate depth in the
northern North Atlantic (Figs. 3c,d). In the S-2050N
experiment, temperature anomalies at 300 m are of the
same sign as surface anomalies. In S-5080N, a strong
warm anomaly is found north of 50°N. In the North
Atlantic Tropics and subtropics, the waters at 300 m are
colder than in the control run, but the anomaly is much
reduced as compared to S-2050N at corresponding lati-
tudes. Southern Atlantic subsurface is anomalously
warm in both experiments.

The zonally averaged fields further document these
Atlantic subsurface temperature anomalies (Fig. 4).
The warming of the northern North Atlantic in
S-5080N is maximal between 300 and 700 m, and
reaches more than 8 K locally. We will refer to this

FIG. 3. Sea surface temperature anomaly in the Atlantic after
100 yr of anomalous forcing as compared to the control run in
experiments (a) S-5080N (warm case) and (b) S-2050N (cold
case), respectively. The black contour lines represent 0 K. (c), (d)
Same as (a), (b), but for the temperature at 300-m depth.

FIG. 4. Zonally averaged temperature anomaly in the Atlantic
after 100 yr of anomalous forcing in experiments (a) S-5080N
(warm case) and (b) S-2050N (cold case), respectively, as com-
pared to the control run. The black contour line represents 0 K.
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situation as the “warm case.” Together with a strong
surface cooling, this implies vertical temperature inver-
sions of more than 10 K within the upper 300 m. When
the forcing is applied between 20° and 50°N, the cold
surface anomalies reach down to about 1000-m depth
(“cold case”). They are maximal above 600-m depth,
which is approximately the pycnocline depth in the con-
trol run (Mignot et al. 2006).

The fundamental difference between the two experi-
ments arises from different ventilation patterns and
emerges already during the first years after the begin-
ning of the perturbation (Fig. 2d). In the high-latitude
forcing case (S-5080N, warm case), ventilation is rap-
idly and completely suppressed in the northern North
Atlantic (Fig. 1b). Without any contact to the surface,
the intermediate waters of the northern North Atlantic
are protected from intense atmospheric cooling. On the
other hand, the wind-induced circulation still enables
ventilation in the tropical and subtropical Atlantic (e.g.,
Luyten et al. 1983) and northward transport of warm
waters. This pathway is illustrated in Fig. 5b showing
the horizontal circulation in the North Atlantic at
300-m depth 50 yr after the beginning the perturbation.
It can be shown that this circulation pattern is estab-
lished within the first decades after the beginning of the
perturbation and then remains stable as long as the
freshwater is applied. Obviously, the intergyre connec-
tion is strongly reduced as compared to the initial state
with an active AMOC (Fig. 5a), but it still exists. How-
ever, in the absence of convection, surface heat loss is
drastically reduced and this small transport of warm
waters from the south is sufficient to distort the vertical
isotherms resulting from deep-water formation in the
control run. This explains the warm subsurface
anomaly seen in Figs. 3c and Fig. 4a. In the cold case
(S-2050N), on the other hand, ventilation of intermedi-
ate layers around 60°N (Fig. 1c) is sufficient for the
surface cooling to reach intermediate depths (Fig. 4b).
The reduction of the cross-equatorial heat transport ex-

plains surface and subsurface warming in the South At-
lantic in both experiments.

The intermediate depth ventilation around 60°N also
impacts the anomalous salinity structure of the Atlantic
(Fig. 6a): in the warm case, the negative salinity
anomaly imposed at the surface rather remains strictly
confined to the upper 200 m. Below this upper layer,
water masses are anomalously salty as compared to the
control run. This results from northward advection of
tropical waters, the same mechanism that induces the
warm subsurface anomalies (e.g., Fig. 6b). In the cold
case, the negative salinity anomaly penetrates down
through ventilation to about 1000-m depth (Fig. 6a), as
does the negative temperature anomaly (Fig. 6b). The
fact that the subtropical anomaly reaches the high lati-
tudes after subduction also contributes to the subsur-
face fresh anomaly in Fig. 6a. However, this does not
explain the cold temperature anomaly in Fig. 6b. Fi-
nally, the vertical density structure from the two experi-
ments is rather similar below the surface layer (Fig. 6c):
the deep and intermediate water masses in the North
Atlantic are slightly lighter than in the control run, be-
cause of the warm anomaly in the warm case (S-5080N)
and of the fresh anomaly in the cold case (S-2050N).
Note that Levermann and Griesel (2004) showed that
the pycnocline depth is stable under hosing perturba-
tions in the model.

4. Consequences for the recovery of the AMOC

The preindustrial climate as simulated by the control
run of CLIMBER-3� is monostable in response to the
water flux anomalies imposed here: the AMOC recov-
ers as soon as the anomalous salt forcing is removed.
Time series of this recovery are yet very different in the
two experiments (Fig. 2a). The resumption from the
warm case is abrupt and very fast (decadal time scales),
while it is much more gradual (centennial time scales)
for the cold case. As seen from Fig. 2, the average

FIG. 5. Horizontal oceanic currents at 300-m depth in (a) the control run and (b) 50 yr after the
beginning of the perturbation in experiment S-5080N.
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surface air temperature in the North Atlantic (Fig. 2b)
and the oceanic heat transport in the Atlantic at 48°N
(Fig. 2c) closely follow the recovery of the AMOC (Fig.
2a). Salinity stratification is in fact much less favorable
for the recovery in the warm case because of a much
more pronounced halocline (Fig. 6a). In the absence of
meridional heat transport, this difference in recovery
time scales must thus result from the difference in tem-
perature stratification.

In the warm case, sea surface salinity (SSS) in the
hosing area starts to increase rapidly after the cessation
of the anomalous freshwater flux, while SST changes
little (Fig. 7c). This leads to an increase of mixed layer
density that eventually exceeds that of the underlying
layer. Convection starts first in the area where the SSS
anomalies are smallest (compared to surrounding area)
and the temperature inversion is strongest. These con-
ditions are met in the area of strong wind-driven up-
welling southeast of Greenland (Fig. 7a). Here, the
mixed layer depth reaches several hundred meters al-
ready a few months after the cessation of anomalous
freshwater flux (Fig. 8a, years 102–105). Consequently,
the subsurface layer cools rapidly through air–sea in-
teractions. Convection thus gradually weakens as the
subsurface reservoir is damped, while it starts again in
a more northward location (Fig. 8a, years 105–107).
This is still not sufficient to switch deep convection on
permanently (Fig. 8a, years 108–110), but it has enabled
an increase of the density of intermediate water masses
in the northern North Atlantic by cooling the relatively

salty water mass (Fig. 9). This increases the meridional
density gradient and drives the AMOC recovery. A
weak circulation and shallow ventilation (Fig. 8a,
around year 110) then brings salty water to high lati-
tudes. As the fresh anomaly has at least partly been
evacuated by the early convective spikes, it only takes
about a decade for full deep convection to recover in
the Nordic Seas. Note that the recovery of Atlantic
overflow in S-5080N experiment starts simultaneously
with the increase of the AMOC and reaches its full
strength already during the first decade after the end of
the hosing experiment.

The situation is very different in the experiment
S-2050N where ventilation operates only south of the
sill for 200 yr after the end of hosing. It is only then that
the convection resumes north of the sill and that the
overflow starts to recover (Fig. 8b). In this experiment,
the persisting intermediate depth ventilation around
60°N is enough to progressively evacuate the fresh sur-
face anomaly, reestablish the northward density gradi-
ent, and allow the circulation to slowly intensify (Fig.
2a). This is a relatively slow process because unlike
temperature, salinity is a conservative tracer that can
only be evacuated by ocean circulation. Advection of
salt from the Tropics by the resuming overturning cir-
culation itself further contributes to this gradual recov-
ery (e.g., Stommel 1961). However, since the freshwa-
ter perturbation was applied in the subtropics, at least
part of it subducted in the center of the subtropical
gyre. Therefore, the subtropical waters advected by the

FIG. 6. (a) Salinity, (b) temperature, and (c) density profiles averaged in the Atlantic between
40° and 80°N after 100 yr of anomalous forcing in the Atlantic northern high latitudes (warm case,
black lines) and in the Atlantic midlatitudes (cold case, gray lines). The dashed black line shows
the same profiles in the control run.
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resuming circulation itself are not as salty as in the
warm case. This further delays the recovery. The mixed
layer gradually deepens during this slow process. More
than 200 yr after the cessation of the perturbation,
mixed layer depths exceed 1200 m both in the Irminger
and Nordic Seas. It further deepens in the Nordic Seas
during the following 100 yr.

The gradual recovery of the AMOC from the cold
case thus occurs through the progressive deepening of
initially shallow ventilation in high latitudes and evacu-
ation of the freshwater locally while the intensifying
circulation further evacuates the freshwater that was
added in the subtropics and progressively brings rela-

tively salty tropical waters to the north. Note that the
cyclonic wind forcing and the associated Ekman up-
welling operates essentially equally in both experi-
ments. However, in the cold case, it is not sufficient to
induce an abrupt recovery because stability of the water
column is strongly maintained by the subsurface cold
anomalies. In the warm case, it is combined with the
strong vertical temperature inversion that facilitates de-
stabilization of the water column. Note also that in the
warm case, convection starts as soon as a few months
after the end of the perturbation. This initial fast re-
sponse is inconsistent with a purely advective mecha-
nism. It is rather due to an initial destabilization of the

FIG. 7. Resumption mechanism in S-5080N. (a) (colors) Difference between SST and tempera-
ture at 300 m at year 100, i.e., at the end of the perturbation; a positive difference corresponds
to subsurface temperatures warmer than SST. (contours) Curl of the wind stress in winter (Janu-
ary–March) of the first year after the end of the perturbation; continuous (dashed) contours are
for positive (negative) values and are every 1 � 10�8 dyn cm�3 with the zero line in bold. Positive
wind stress curl corresponds to upward Ekman velocity (upwelling). (b) Maximum oceanic mixed
layer depth during the first winter of year 101, i.e., the year following the end of the perturbation.
(c) Sea surface salinity, sea surface temperature, and turbulent mixed layer depth evolution at
grid box marked in gray in (a), (b). The end of the perturbation is marked with the vertical black
line at Jan101.
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water column as explained above. Only then does the
salt advection mechanism come into play. The latter is
more efficient in the warm case since saltier subtropical
waters were less affected by the freshwater perturba-
tion.

The dynamics of the AMOC recovery is thus very
different in both experiments, yielding time scales of
the order of decades in the warm case and centuries in
the cold case. In the next section, we analyze the ro-
bustness of these findings to details of the experimental
setup, namely, the magnitude and duration of the per-
turbation, its time evolution, and the oceanic vertical
diffusivity.

5. Sensitivity analysis

Let us first investigate the sensitivity of the results to
the magnitude of anomalous freshwater flux imposed
on the North Atlantic. Experiments similar to the ones
described above were performed with an anomalous
salt flux equivalent to 0.1, 0.2, and 0.5 Sv of freshwater,
respectively. The same types of anomalies develop in
all cases, irrespective of the forcing magnitude (Fig.
10a). The magnitude of the anomaly increases with the
strength of the perturbation. This increase is rather lin-
ear in the cold case while it saturates for strong pertur-
bations in the warm case. The warm anomaly is the

FIG. 8. Latitude–time evolution of maximum mixed layer depth in the northern North Atlantic
for experiment (a) S-5080N (warm case) and (b) S-2050N (cold case). Note the change of time
scale at year 120. In (a), contours are interpolated from yearly data until year 150 and from data
sampled every 20 yr from year 160 on. In (b), snapshot results recorded every 5 yr are used.

4892 J O U R N A L O F C L I M A T E VOLUME 20

Fig 8 live 4/C



result of a balance between horizontal circulation and
diffusion. The saturation can be understood through
the maximum distortion of isotherms that can be in-
duced by this balance. The AMOC recovery time is
always longer in the corresponding cold case (Fig. 10b).
In the warm case, it is of the order of a few decades for
all the perturbation magnitudes that we tested. In the
cold case, it increases approximately linearly with the
magnitude of the perturbation and is of the order of
one to two centuries.

An additional pair of experiments was performed to
investigate the sensitivity of the results to the pertur-
bation duration. Figure 11 shows the response of
AMOC and overflow to 0.35 Sv of anomalous freshwa-
ter imposed over 1000 yr. This experiment is admittedly
rather extreme but it shows that qualitative differences
between the cold (gray) and warm (black) cases are the
same as for shorter perturbations (cf. Fig. 2). Subsur-
face temperature anomalies are slightly stronger in case
of a longer forcing (Fig. 10a, open circles), because the
equilibrium is not reached in the shorter experiments
(100 yr). This supports the fact that the sign of subsur-
face temperature changes is not a transient effect and
does not depend on the duration of the water hosing. It
is an important point in order to compare the results to
previous work. More discussion is given in section 6. In
the cold case, time needed for the AMOC to recover
80% of its initial value is slightly longer than in the
100-yr perturbation experiment (Fig. 10b, open circles).

In the warm case, it is even shorter and the AMOC
overshoots before eventually stabilizing.

The steplike forcing scenarios applied above are ex-
tremely simplified, and probably not realistic to repre-
sent, for example, the massive discharges of icebergs
that are believed to have taken place in the past (e.g.,
Heinrich 1988). A freshwater input increasing and de-
creasing more progressively with time (e.g., linearly) is
less straightforward in terms of interpretation but prob-
ably more realistic. Several experiments were carried
out with such forcing scenarios, and Fig. 12 shows that
the results presented above are robust: in the warm
case, both the shutdown and the recovery of the
AMOC are much more abrupt than in the cold one.
Note that the recovery begins before the perturbation
ceases completely. It only requires that the imposed
freshwater anomaly is weaker than a threshold value
that can be counteracted by the ventilation and the
circulation itself in the cold case and the temperature-
induced destabilization of the water column associated
to wind-driven upwelling in the warm case, as explained
in section 4.

Finally, robustness of the results to the oceanic ver-
tical diffusivity � was tested. No qualitative differences
in the results were found when the standard back-
ground value � � 0.1 � 10�4 m2 s�1 was increased to
� � 0.3 � 10�4 m2 s�1 (Fig. 10, triangles). Maximum
subsurface temperature anomalies are of the same or-
der of magnitude. Recovery time scales are also well

FIG. 9. Anomalous (a) salinity, (b) temperature, and (c) density profiles in the warm case. The
profiles are Atlantic averages between 55° and 80°N and computed as the difference to the
control run. The dashed line shows the anomalous profile after 100 yr of anomalous forcing and
the continuous line is at year 110, i.e., 10 yr after the end of the perturbation.
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separated for both experiments. It is larger by up to 50
yr in S-5080N and by 75 yr in S-2050N for � � 0.3 �
10�4 m2 s�1 as compared to � � 0.1 � 10�4 m2 s�1.

These findings give us confidence in the robustness of
the results. A discussion of the applicability of our re-
sults to other models and to the findings of previous
studies is given in section 6.

6. Conclusions and discussion

We used the coupled climate model CLIMBER-3�
to investigate the vertical thermal structure in the At-
lantic following a cessation of deep-water formation.
For this, we analyzed several experiments where a sur-
face freshwater perturbation was applied either in the
high latitudes of the North Atlantic (over the deep con-

vection sites) or in the Atlantic midlatitudes. We found
that although both experiments lead to a rapid shut-
down of deep-water formation and the AMOC and to a
surface cooling in the North Atlantic, they induce radi-
cally different subsurface temperature anomalies, de-
pending on the possibility for intermediate depth ven-
tilation to take place or not. When the latter is sup-
pressed, the subsurface waters in the North Atlantic are
completely isolated from the cold atmosphere in the
northern North Atlantic and only the subtropical ven-
tilation is active. Propagation of warm water masses at
the intermediate depth into the northern North Atlan-
tic leads to robust warm subsurface anomalies and the
development of a strong vertical temperature inversion
in the Nordic Seas (warm case). In the case of active
intermediate depth ventilation, subsurface waters are
cooled by contact with the atmosphere (cold case).

These two cases have been observed in previous
studies: Manabe and Stouffer (1997) and Rind et al.
(2001) reported a subsurface cooling in response to the

FIG. 12. As in Fig. 2a, but for the forcing scenario represented
with the dotted black line (right scale).

FIG. 10. (filled circles) (a) Subsurface temperature anomaly av-
eraged in the North Atlantic between 40° and 80°N and between
300- and 700-m depth and (b) time (years) needed for the AMOC
to reach 80% of its initial value after cessation of anomalous
freshwater flux in experiments S-2050N (cold case, gray) and
S-5080N (warm case, black), respectively, with different magni-
tudes of the freshwater anomaly. For each experiment, the
anomaly has been applied for 100 yr. (open circles) Same but for
the experiments where the 0.35Sv of equivalent freshwater
anomaly are applied during 1000 yr. (triangles) Same as filled
circles, but with an increased oceanic vertical diffusivity (� �
0.3 � 10�4 m2 s�1).

FIG. 11. As in Fig. 2a, but when the anomalous forcing is
applied for 1000 yr.
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shutdown of the AMOC while Rühlemann et al. (2004)
and Knutti et al. (2004) observed a warming. Our study
sheds light on understanding these differences: the sign
of the anomaly depends on whether intermediate ven-
tilation continues or is shut down completely under
freshwater perturbation and the magnitude and region
of water hosing required to completely shut down in-
termediate water formation is model dependent. This
might explain the apparent difference of our results
with those from Manabe and Stouffer (1997). In their
experiments where freshwater hosing is applied be-
tween 50° and 70°N, a strong subsurface cooling devel-
oped, while in similar experiment S-5080N, we found a
subsurface warming. A possible explanation for this dif-
ference is that intermediate convection was still active
in their experiment, which should thus rather be com-
pared to our S-2050N experiment, where we also find
subsurface cooling. The CMIP intercomparison in-
volves both models of intermediate complexity and
fully coupled general circulation models (Stouffer et al.
2006). Subsurface anomalies induced in response to the
application of 0.1 Sv of anomalous freshwater over the
deep-water formation region are very weak because the
freshwater perturbation is not sufficient to significantly
alter the overturning. However, warm anomalies are a
general feature of the subsurface temperature structure
in response to the application of 1 Sv of anomalous
freshwater over the deep convection sites of the mod-
els, that is, when deep convection is off in all models
(J. Yin 2005, personal communication). Using a climate
model of intermediate complexity with glacial bound-
ary conditions, Flueckiger et al. (2006) find a strong
subsurface cooling for a freshwater perturbation of 0.2
Sv (as compared to an on-state with the same freshwa-
ter flux), and a subsurface warming for a large fresh-
water flux (0.4 Sv). This differs from our results, where
the sign of the subsurface anomaly does not depend on
the strength of freshwater forcing. It is unclear whether
this is due to differences between the models or if it is
related to the different climate states.

We showed that the subsurface temperature struc-
ture has crucial implications for the recovery of the
AMOC once the freshwater perturbation is removed.
When a warm reservoir has developed in subsurface,
the recovery occurs on decadal time scales. Indeed, SSS
rises rapidly and, with the help of wind-driven up-
welling, the water column can be easily destabilized.
This gives rise to intense flushes of deep-water forma-
tion that evacuate the warm subsurface anomaly very
quickly through air–sea interactions and erode the sur-
face fresh anomaly. These initial flushes allow a rapid
increase of the subsurface northward density gradient.

A sustainable AMOC and permanent deep-water for-
mation in the North Atlantic thus occur within another
decade. In experiments where the AMOC was per-
turbed in midlatitudes, and where subsurface cold
anomalies were maintained by intermediate depth ven-
tilation, the AMOC recovery is much more gradual
(typically over a century). It is the weak and shallow
residual circulation associated with this ventilation that
progressively evacuates the freshwater and brings at the
same time relatively salty tropical waters to the north.

These results where shown to be robust to various
details of the experimental setup, such as the duration,
magnitude, and time evolution of the freshwater per-
turbation, and the oceanic vertical mixing. They are
consistent with Stouffer and Manabe (2003) who un-
derlined the influence of temperature distribution in
subsurface and deeper layers of the Atlantic Ocean on
the final state of the AMOC. Furthermore, we believe
that they can help understanding and interpreting the
diversity of the models’ responses to hosing experi-
ments and in particular the AMOC recovery (Stouffer
et al. 2006). We emphasize that the relatively “slow”
recovery observed in S-2050N is in fact typical for most
water hosing experiments. It is associated with a posi-
tive advection–salinity feedback as already discussed by
Rahmstorf (1996) or Goelzer et al. (2006). The real
novelty here is the relatively fast (decadal time scales)
recovery detected in S-5080N. The mechanism is initi-
ated by an abrupt startup of convection in the high
latitudes, which leads to fast initial recovery of the
AMOC. Only after that does the salinity advection
feedback come into play. Thus, the decadal recovery
time scale in S-5080N is explained as the time scale of
baroclinic adjustment to imposed density changes. In
S-2050N, a complete recovery of the AMOC can only
happen after a complete overturning of Atlantic water
masses, that is, indeed on a centennial time scale.

The experiments were carried out with a climate
model of intermediate complexity, and we cannot rule
out that atmospheric variability (missing in CLIMBER-
3�) might be important for the subsurface temperature
anomalies. However, a strong subsurface warming was
also reported by Knutti et al. (2004) who used the
ECBILT-CLIO model, which has a rather realistic ex-
tratropical variability. Moreover, the results of the 1-Sv
hosing show a subsurface warming in all the coupled
GCMs of the CMIP experiment (J. Yin 2005, personal
communication). Finally, SST anomalies are very simi-
lar in both runs (Figs. 3a,b), so that we do not expect
strong differences in the atmospheric response of the
two experiments. Therefore, we do not believe that our
results are just an artifact due to missing atmospheric
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variability. On the other hand, missing atmospheric
feedback could possibly be important for the fast re-
covery mechanism. In particular, Schiller et al. (1997)
find an important feedback of SST anomalies on the
atmospheric cyclonic circulation over the Norwegian
Sea. In their model, this feedback stabilizes deep-water
formation in the North Atlantic. More generally, dif-
ferences in the mean climate state might also be impor-
tant for the impact of anomalous freshwater input, both
in terms of subsurface temperature response and in
terms of MOC recovery.

Beyond these modeling results, our findings have a
series of more general implications. In particular, large
subsurface temperature anomalies associated with a
possible future reduction of the AMOC can have sig-
nificant geochemical impacts (e.g., for the stability of
the ocean clathrates reservoir). In the present climate,
the latter are present at a depth of several hundred
meters and below and several studies have shown that
a warming of several degrees would strongly affect their
stability. (e.g., Archer and Buffett 2005; Schicks et al.
2006). Furthermore, although our results were obtained
in idealized water hosing experiments performed for
modern climate conditions, they may also have impor-
tant implications for understanding mechanisms of
abrupt climate changes during the last glacial cycle. Our
results demonstrate that if convection and ventilation
are completely suppressed in the high latitudes of the
North Atlantic by enhanced freshwater flux, the recov-
ery of the AMOC after cessation of anomalous fresh-
water flux occurs abruptly and air temperature rises
within several decades by about 6 K on average over
the northern North Atlantic. When the perturbation is
applied for a sufficiently long period, AMOC, overflow,
and air temperature even overshoot their equilibrium
values. This resembles the dynamics of the Dansgaard–
Oeschger warm events recorded during the last glacial
cycle in Greenland and other locations, and corrobo-
rates the results of simulations of Dansgaard–Oeschger
events obtained with two-dimensional ocean models
(Winton 1997; Ganopolski and Rahmstorf 2001). Inter-
estingly enough, a pronounced warming of the subsur-
face water masses during cold (stadial) conditions in the
Nordic Seas was reported by Rasmussen and Thomsen
(2004), though the interpretation of benthic isotopes
remains ambiguous. Additional simulations, especially
using glacial climate conditions, would be needed to
corroborate applicability of our results to the mecha-
nism of Dansgaard–Oeschger events. In particular,
some of the Dansgaard–Oeschger events last 3000 yr or
more and show a decreasing trend over the whole in-
terstadial. An overshooting phenomenon will probably

not last for such a long time period. This implies that
other factors are important in setting the shape of the
events.

Another interesting implication of our results is re-
lated to the timing of the massive iceberg discharges
into the North Atlantic. Recently, Moros et al. (2002)
proposed that increased iceberg discharge during cold
stadial events may have resulted from the destabiliza-
tion of marine ice shelves by a strong subsurface melt-
ing caused, in turn, by enhanced oceanic heat transport.
Alternatively, our results suggest that a considerable
subsurface warming might be caused by a complete ces-
sation of intermediate ventilation during periods of de-
creased northward heat transport and the maximum
cooling in the Northern Hemisphere. This idea was first
introduced by Shaffer et al. (2004), even though sub-
surface warming in this simplified model as well as in
Winton’s (1997) deep-coupling–decoupling oscillations
reach much deeper down (about 3000 m) than in the
experiments shown here. The link between subsurface
warming and cessation of intermediate ventilation is
further supported by recent findings of Flueckiger et al.
(2006). In particular, this mechanism sheds some light
on the long-standing problem—why ice-rafted events
(including Heinrich events) always occurred during
cold (stadial) conditions in the North Atlantic. Here
again, glacial simulations are required for a more de-
finitive conclusion. One possible scenario is that the
initial suppression of deep-water formation and estab-
lishing of a strong halocline in the glacial Nordic Seas
are caused by melting or small-scale instability of sur-
rounding ice sheets and ice caps. As soon as the venti-
lation is ceased completely, a subsurface warming starts
to develop and via intense bottom melting of marine ice
shelves provokes a large-scale instability of the Lauren-
tide ice sheets. This might explain an apparent syn-
chrony of ice-rafted events observed in different loca-
tions during the glacial age. The basal melting of ice
shelves, whose depth ranges from a few hundred of
meters to more than 1 km for the modern climate (Ant-
arctica), is indeed very sensitive to the water tempera-
ture and increases by 10 m yr�1 for each 1 K of water
temperature rise (e.g., Rignot and Jacobs 2002).
Thereby if the subsurface temperature rose during gla-
cial stadials by 0–5 K, it could lead to a complete melt-
ing of ice shelf in a matter of decades. While the mecha-
nism of teleconnection between different ice sheets is
promising, one has to admit that the degree of coupling
between grounded ice and ice shelves remains a con-
troversial issue.
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Abstract. The oceanic response to volcanic eruptions over
the last 1000 years is investigated with a focus on the North
Atlantic Ocean, using a fully coupled AOGCM forced by a
realistic time series of volcanic eruptions, total solar irradi-
ance (TSI) and atmospheric greenhouse gases concentration.
The model simulates little response to TSI variations but a
strong and long-lasting thermal and dynamical oceanic ad-
justment to volcanic forcing, which is shown to be a function
of the time period of the volcanic eruptions. The thermal re-
sponse consists of a fast tropical cooling due to the radiative
forcing by the volcanic eruptions, followed by a penetration
of this cooling in the subtropical ocean interior one to five
years after the eruption, and propagation of the anomalies
toward the high latitudes. The oceanic circulation first ad-
justs rapidly to low latitude anomalous wind stress induced
by the strong cooling. The Atlantic Meridional Overturning
Circulation (AMOC) shows a significant intensification 5 to
10 years after the eruptions of the period post-1400 A.D.,
in response to anomalous atmospheric momentum forcing,
and a slight weakening in the following decade. In response
to the stronger eruptions occurring between 1100 and 1300,
the AMOC shows no intensification and a stronger reduc-
tion after 10 years. This study thus stresses the diversity of
AMOC response to volcanic eruptions in climate models and
discusses possible explanations.

1 Introduction

Understanding the climate fluctuations at decadal timescales
and the climate response to external forcing is of prime im-
portance to anticipate and understand future climate changes.
The last millennium constitutes an interesting framework for
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(juliette.mignot@locean-ipsl.upmc.fr)

investigating natural and forced variations, as climate recon-
structions are reaching a relatively high temporal resolution
(Jones et al. 2001, Mann et al. 2009), and show substantial
decadal to multidecadal fluctuations (e.g. Gray et al. 2004).
However, reliable oceanic reconstructions are still very rare
(Sicre et al. 2008, Masse et al. 2008, Richter et al. 2009),
mainly because of the difficulty to obtain undisturbed high
sedimentation rate and well-dated marine sediments. Mean-
while, computer resources are increasing so that climate in-
tegrations using state-of-the-art coupled ocean-atmospheric
general circulation models (OAGCM) are becoming rou-
tinely available over this period, allowing investigations of
the mechanisms of low frequency climate variability.
Several observational studies have shown that the ocean,

and in particular the North Atlantic, plays a large role in
decadal climate variability (e.g. Knight et al., 2005 Sutton
and Hodson 2003, 2005). The relative importance of the var-
ious external forcings, however, remains debated. In model
studies, this is partly due to their different representation and
partly to divergent model responses. The researchers van der
Schrier et al. (2002) and Hofer et al. (2010) suggested that
external forcings, primarily variations of the total solar irra-
diance (TSI), act as modulators of the natural climate vari-
ability. Goosse and Renssen (2006) reported a decrease of
the large scale Atlantic Meridional Overturning Circulation
(AMOC) for increasing TSI, similar to the response to an
increased atmospheric CO2 concentration. In Zorita et al.
(2004), on the contrary, the TSI does not have a significant
impact on the AMOC.
Volcanic eruptions constitute another important external

forcing over the last millennium. Their climatic impact has
been largely investigated in terms of atmospheric thermal and
dynamical anomalies in relation with the North Atlantic Os-
cillation, the El Nino-Southern Oscillation or the monsoons
systems (e.g. Oman 2006, Shindell et al. 2004, Stenchikov
et al. 2006, Trenberth and Dai 2007). Probably because
of the lack of reliable reconstructions, fewer studies have
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focused on their effect on the oceans. Church et al. (2005)
and Gleckler et al. (2006) suggested that oceanic anoma-
lies following a volcanic eruption could last more than a
decade. Applying sensitivity response studies to relatively
recent eruptions (the Pinatubo in 1991 and the Tambora in
1815), Stenchikov et al. (2009) showed that, while radia-
tive forcing produced by these explosive events lasted for
about 3 years, the volcanically induced tropospheric temper-
ature anomalies remained significant for seven years, the sea
ice responded on decadal time scales, and the deep ocean
temperature, sea level, salinity and the AMOC were per-
turbed for several decades to a century. In particular, the
AMOC strengthened by roughly 10%, but the amplitude to
the response scaled less than linearly with the strength of
the eruption. In response to a super-eruption with 100 time
the Pinatubo amount of sulphuric acid released in the strato-
sphere, Jones et al. (2005) found that the AMOC doubled in
intensity after nine years. Ottera et al. (2010), Ortega et al.
(2011) and Zanchettin et al. (2011) all found an intensifica-
tion of the AMOC in long simulations forced by both recon-
structions of volcanic eruptions and variations in TSI. This
response was associated to a persistent positive phase of the
North Atlantic Oscillation (NAO) in Ottera et al. (2010). In
both Ortega et al. (2011) and Zanchettin et al. (2011) (2011),
the AMOC intensification is induced by enhanced convec-
tion in the Nordic Seas rather than in the Labrador Sea as in
Ottera et al. (2010).
Several studies have also begun to point out the specificity

of the thirteenth century in terms of intense volcanic activ-
ity and the possibility for a cumulative impact on the ocean
(e.g. Zhong et al. 2010). The second half of the thirteen
century is indeed the most perturbed half century of the past
1500 years (Jansen et al. 2007). In two out of four simula-
tions, Zhong et al. (2010) found a centennial-scale climate
change following the succession of decadally paced erup-
tions following the 1257–1258 mega-eruption. They high-
lighted a coupled ice-ocean interaction between the subpolar
North Atlantic, a reduced extension of the AMOC into the
northern North Atlantic, and the Arctic Ocean, which main-
tained significantly expanded sea ice and reduced surface air
temperatures for at least 100 years. However, the feedback
mechanism depended on other factors since it was only ac-
tivated in half of the simulations. In this context, it is im-
portant to highlight that while both Stenchikov et al. (2009)
and Ottera et al. (2010) found a significant intensification
of the AMOC following volcanic eruptions, the first study
was based on sensitivity experiments following single erup-
tions of different intensities and the other based on compos-
ite analysis over the last 600 years of the millennium, thereby
excluding the particular succession of events of the thirteenth
century.
Here, we explore the interannual to decadal oceanic re-

sponse to volcanic activity in a coupled OAGCM forced by
a full set of reconstructed external forcings over the last mil-
lennium. Sicre et al. (2011) have shown that the simulated

sea surface temperature (SST) in the northern North At-
lantic compares well with a recent high resolution SST re-
construction off Iceland. We propose to describe more thor-
oughly the oceanic response to the major volcanic eruptions
of the last millennium and investigate the mechanisms for
the oceanic circulation adjustment. The model configuration
and the forcings are presented in Sect. 2. The oceanic re-
sponse to solar and volcanic forcing are compared in Sect. 3
and the temperature response to volcanic eruptions is dis-
cussed in Sect. 4. In Sect. 5, we investigate the response
of the Atlantic circulation to isolated volcanic eruptions (oc-
curring after year 1400) and in Sect. 6, we highlight the dif-
ferences with the twelfth and thirteenth century. Conclusions
are given in Sect. 7.

2 Model and experiment

2.1 The coupled model

We use the IPSLCM4 v2 climate model developed at the In-
stitut Pierre-Simon Laplace (Marti et al. 2010). This model
couples the LMDz4 atmosphere GCM (Hourdin et al. 2006)
and the ORCHIDEE 1.9.1 module for continental surfaces
(Krinner et al., 2005) to the OPA8.2 ocean model (Madec
et al. 1998) and the LIM2 sea-ice model (Fichefet and
Maqueda 1997), using the OASIS coupler (Valcke et al.
2000). The resolution in the atmosphere is 3.75� in longi-
tude, 2.5� in latitude, and 19 vertical levels. The ocean and
sea-ice are implemented on the ORCA2 grid (averaged hor-
izontal resolution 2⇥ 2�, refined to 0.5� around the equator,
31 vertical levels). In all simulations, the vegetation was set
to a modern climatology from Myneni et al. (1997). After a
310 year spin up with preindustrial greenhouse gases (GHG)
concentrations and tropospheric aerosols, two simulations
were run. The first one is a 1000-year control simulation
with the same preindustrial conditions as the spin up, also
used in Servonnat et al. (2010). The main characteristics of
the AMOC in the model and its sensitivity to freshwater have
been discussed by Swingedouw et al. (2007). They showed
that an excess of freshwater flux over the Labrador Sea was
responsible for the lack of deep convection in this region and
the relatively weak AMOC (11 Sv) in the model. Deep con-
vection in the northern North Atlantic only takes place in the
Nordic Seas and south of Iceland (Marti et al. 2010). The
natural variability of the AMOC, its link to deep convec-
tion and its impact on the atmosphere have been studied by
Msadek and Frankignoul (2009). They showed that the mul-
tidecadal fluctuations of the AMOC are mostly driven by the
deep convection in the subpolar gyre with a time lag of 6 to 7
years. Convection in the subpolar gyre is itself primarily in-
fluenced by anomalous salinity advection caused by the vari-
ability of the East Atlantic Pattern (EAP), second dominant
mode of atmospheric variability in the North Atlantic region.
The lack of Labrador Sea convection in the model probably
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explains the dominance of the EAP (as opposed to the North
Atlantic Oscillation) in forcing multidecadal variations of the
AMOC. The second simulation (LM2SV) was forced with a
reconstruction of TSI, GHGs concentrations, changes in or-
bital parameters, and radiative effect of volcanic eruptions
over the last millennium, from 850 to 2000 A.D. The choice
and implementation of the forcings are discussed below. To
reduce the influence of the model drift, a quadratic trend was
removed from each variable and grid point.
As our main focus is on the oceanic response to volcanic

eruptions at interannual to decadal timescales, all data are
considered in annual mean, or seasonal mean for such vari-
ables as sea ice cover and mixed layer depth.

2.2 External forcing over the last millennium

A number of different reconstructions for TSI variations have
been produced (e.g. Jansen et al. 2007), mostly differing in
the estimated reduction of total irradiance during the 17th
century Maunder Minimum, which ranges from 0.08% to
0.65% (1.1 to 8.9Wm�2) of the contemporary value. Am-
mann et al. (2007) found that a TSI decrease of about 0.25%
during the Maunder Minimum produces a realistic amplitude
of the Northern Hemisphere temperature change in climate
models. However, recent progress in solar physics (Foukal
et al. 2004, Solanki and Krivova 2006, Gray et al. 2010) im-
ply that the TSI variations between the Maunder Minimum
and present day value are about 0.1%. On the other hand,
even more recently, Shapiro et al. (2011) found indications of
very large variations of the solar forcing during the Holocene.
Nevertheless, as the weak scaling is recommended for the
third phase of the paleoclimate modeling inter-comparison
project (PMIP III, Schmidt et al. 2011), we use the TSI re-
construction by Vieira and Solanki (2010) and Krivova et al.,
(personal communication, 2009), which follows it. The cor-
responding variations of the raw shortwave input at the top
of the atmosphere is shown in Fig. (2) (top panel).
Large volcanic eruptions inject sulfur gases into the strato-

sphere, which convert to sulfate aerosols with a residence
time of about a year. The aerosol cloud has several effects
on radiative processes, most notably by backscattering part
of the incoming solar radiation, which induces a net cooling
at the Earth’s surface (e.g. Robock 2000). Thus, until re-
cent years, most modelling groups (e.g. Jansen et al. 2007)
have represented the volcanic forcing by altering the solar
constant. Although such a coarse approach leads to hemi-
spheric averages that compared reasonably well to a “blend”
of proxy and/or instrumental reconstructions (e.g. Goosse
et al. 2005, Stendel et al. 2006), it does not properly rep-
resent regional and seasonal variations. It is indeed known
that the climatic impact of volcanic eruptions highly depends
on the season, and that latitudinal dependence of the cooling
in the troposphere (warming in stratosphere) evolves for at
least 2 to 3 years after the eruption. Furthermore, the vol-
canic aerosols serve as surfaces for heterogeneous chemical

Fig. 1. Comparison of August 1991 absorbed shortwave radiative
fluxes (SW, in Wm�2) at the top of the atmosphere (TOA) anoma-
lies from Earth Radiation Budget Satellite (ERBS) observations
(red) and 5 members simulation ensemble with the IPSLCM4v2
model (black). The simulated anomalies are computed as the dif-
ferences between the Mt Pinatubo simulations and the control run.
ERBS TOA SW radiative fluxes anomalies are expressed relatively
to a 1985 to 1989 base climatology.

reactions that destroy stratospheric ozone, which controls so-
lar energy absorption in the stratosphere. Its variations thus
alter both the vertical temperature gradient between the tro-
posphere and the stratosphere and the latitudinal temperature
gradient in the stratosphere. We implemented in the IPSL
model a new radiative module that mimics the direct radia-
tive effect of sulphate aerosols. The input time series is based
on the monthly mean optical thickness latitudinal reconstruc-
tion by Ammann et al. (2003) and Gao et al. (2008) from
A.D. 850 to present. Vertically, the atmosphere in our model
is divided into 19 hybrid sigma pressure levels with 4 layers
above the tropopause. Due to the rather coarse vertical reso-
lution, the optical properties of stratospheric sulfate aerosols
in the visible band are evenly spread over the first two layers
of the stratosphere. The optical properties were computed as-
suming a fixed sulfate aerosol droplet size distribution with
a standard deviation of 1.8 µm and an effective radius of
0.5 µm corresponding to the average size of the Mt Pinatubo
aerosols. As in Gao et al. (2008), all volcanic aerosols orig-
inate in the tropical band between 20� S and 20�N, where
they last for few months, then spread poleward before decay-
ing 3 years after the eruption started. As a validation, Fig. (1)
shows the responses of reflected solar flux at the top of the
atmosphere in August 1991, displayed as zonal averages be-
tween 40� S and 40�N in order to be comparable to Earth
Radiation Budget Satellite (Minnis et al., 1993) in a series of
sensitivity experiments. The model displays an overall agree-
ment with the observations: shortwave anomalies associated
with the volcanic eruption reaching 10W m�2 between 10� S
and 10� N in both model and observations.
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Fig. 2. Time series from 850 to 1850 of (a) Anomalous short wave
input at the top of the atmosphere, taken as an estimation of vari-
ations of the TSI, (b) Imposed optical depth of volcanic aerosols.
(c) Northern Hemisphere air temperature at 2m (d) SST averaged
between 30�S and 70�N in the Atlantic (e). Maximum of the merid-
ional overturning circulation between 10�N and 60�N and below
500m depth in the Atlantic. For c, d, and e, raw annual mean data
are shown in grey and low pass filtered data using a running mean
of 3 years in red. Low pass filtered data using a spline function with
a cutoff at 20 years are shown in blue.

Figure (2) (second panel) illustrates the time series of
implemented stratospheric volcanic aerosols optical depth.
Note that a change in the global mean optical depth of
0.1 corresponds to a global anomalous radiative forcing of
roughly �3W m�2. However, as discussed in Timmreck
et al. (2009), the volcanic module tends to overestimate
the radiative effect of the mega eruptions because of the
use, for paleo-eruptions, of aerosol effective radius and op-
tical depth derived from observations over the instrumental
period, specifically for the Mount Pinatubo (1991) and El
Chichón (1982) volcanic eruptions.
The greenhouse gas concentrations are those inferred from

ice cores and direct measurements as reported in Servonnat
et al. (2010). This simulation does not include the forcing by
anthropic aerosols, so that global warming detected over the
last decades of the simulation is overestimated (not shown).
Hence, this study focuses on the natural external forcings and
the period of investigation is limited to years 850 to 1849
A.D.

3 Temperature response to solar and volcanic forcings

Figure (2) also shows the air temperature at 2m averaged
over the Northern Hemisphere (third panel) and he SST av-
eraged over the Atlantic Ocean (fourth panel). These time se-
ries highlight the fact that centennial variability is relatively
weak in this simulation, and that some centennial features
such as temperature shifts between the medieval climate
anomaly (MCA) and the Little Ice Age (LIA) are not sim-
ulated in the model, unlike several reconstructions. Whether
this is due to a model deficiency or the weak TSI variations
is difficult to assess. We admit nevertheless that under TSI
reconstructions with larger variations (Crowley 2000), the
same model led to much larger SST low frequency varia-
tions, in relative agreement with paleoreconstructions, except
for the onset of the MCA (Servonnat et al. 2010). The most
striking signal in these time series are in fact important vari-
ations following volcanic eruptions, in particular an abrupt
cooling of up to 3 �C in the atmosphere and 1 �C in the ocean.
Such signature has also recently been found in temperature
reconstructions in the subpolar North Atlantic (Sicre et al.,
2011). On the other hand, variations of the solar insolation
do not seem to have a strong imprint. The lagged correlation
r of the anomalous TSI time series with the averaged surface
air temperature in the Northern Hemisphere and with the At-
lantic SST have a broad but weak maximum when the TSI
leads by 4 years, reaching r = 0.12 and 0.13, respectively
(significant at the 5% level) (Fig. 3). The corresponding
correlation with the volcanic forcing is much larger, peak-
ing when temperature lags by one year, with r = �0.63 and
r = �0.52, respectively. For both air and sea temperature,
the correlation with the volcanic signal remains significant
for more than 15 years. Note that the significant correlation
at lag �1 in Fig. (3) is due to the use of annual averages, as
eruptions might in fact have started during the calendar year
preceding the maximum of emission. The stronger influence
of volcanic forcing is probably due to our use of a TSI re-
construction with weak variations and to an overestimation
of the volcanic radiative effect (Sect. 2.2). In this sense, this
simulation could be considered as a sensitivity study to vol-
canic eruptions over the last millennium.
The frequency dependence of the solar correlation is il-

lustrated by the cross-wavelet coherence spectra in Fig. (4).
The wavelet analysis was made with the Morlet wavelet, and
the transform performed in Fourier space, using zero padding
to reduce wraparound effects (Torrence and Compo 1998).
The parameters were chosen to give a total of 57 periods
ranging from 0.5 to 256 years, and the square coherency
were calculated using smoothing in the time and space do-
main (Grinsted et al. 2004), with the 5% significance level
determined from a Monte-Carlo simulation of 1000 sets of
surrogate time series. The two temperature time series show
episodic coherency with the solar forcing at 11 year period
(Fig. (4), top panels), in particular around 1200 and 1600.
Meehl et al. (2008, 2009) indeed showed that a peak in
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Fig. 3. Cross correlation between the temperature time series in
Fig. 2 and the time series of the solar forcing (blue) and the vol-
canic forcing (red) from 850 to 1850 A.D. Lags with a star are sig-
nificant at the 5% level, tested against a bootstrap procedure with
500 permutation of the forcing time series using blocks of 3 years.

the solar activity induces surface cooling in the tropical Pa-
cific. Kuroda et al. (2008) showed that over the histori-
cal period, years of anomalously high solar irradiance were
associated with a large warming of the lower stratosphere
through radiative heating. Such a temperature anomaly in
the stratosphere creates anomalous temperature of opposite
sign at lower heights. However, these processes require a
much higher resolution in the stratosphere to be properly rep-
resented. In fact, episodic coherency between SST and TSI
variations at 11 years timescale is also seen in the control
simulation, suggesting that the significativity test is too lib-
eral. Signal in Fig. (4) is thus most probably internal to the
data sets and does not indicate physical response of the ocean
to the 11-year cycle. Furthermore, the 11-year cycle Fig. (2)
(top) is primarily an extrapolation back in time of the 11-
cycle observed in sunspots after year 1600. It is thus largely
artificial. The temperature time series also show strong co-
herency with the TSI variations at multidecadal timescale
from 1700, associated to the TSI increase, and at centennial
time scales over the whole simulation (Fig. 4, second and
third panels).
It is somewhat more difficult to distinguish the response

of the Atlantic meridional overturning circulation (AMOC)
from its natural variability. As shown in Fig. (2) (bottom
panels), the AMOC intensifies during the second half of the
thirteenth century, when volcanic activity was intense, peaks
around year 1280 and then rapidly decreases, reaching a min-
imum around year 1320, about 60 years after the major erup-
tion of 1260. There is a hint of a weak response to the
eruptive events in the early 1800s. As shown in Fig. (4)
(bottom), there is a hint of a weak coherence between the
time series of AMOC maximum with the TSI variations at
11-year periods, but this is so sparse that such interpretation
is debatable. There is a more significant coherence at about
100-year period, with TSI leading by 15 years (not shown).
Correlations with the volcanic forcing are barely significant.

Fig. 4. Time series of the solar forcing (top) and cross-wavelet co-
herence spectrum of the temperature time series in Fig. 2 (bottom
three panels). The thick contours enclose regions of greater than
95% confidence and the thin lines indicate the limit of the cone of
influence. The horizontal line indicates the 11 year period.

As will be shown below, this does not imply that there is no
AMOC response to natural forcings, in particular volcanic
eruptions. Time series of AMOC maximum represents one
mode of AMOC variability, namely a basin scale acceler-
ation, as discussed for example in Msadek and Frankignoul
(2009). More local AMOC adjustments require more specific
analysis. In the following, we concentrate on the response to
volcanic forcing, which has a much stronger impact on the
atmospheric and the oceanic temperature than the solar forc-
ing in the model.

4 Anomalous temperature patterns in response to
volcanic eruptions

To describe the oceanic response to a volcanic eruption, we
construct a composite evolution based on the oceanic anoma-
lies that follow the major eruptions. For each selected erup-
tion, anomalies are computed as the difference between the
time evolution of the field after the eruption and a reference
defined as the average of the field during the two years pre-
ceding the eruption. A longer reference period would have
the advantage to filter out inter annual climatic variability,
but on the other hand, it would make the composites more
sensitive to lower frequency variability. The choice of a
shorter reference period was motivated by the focus of this
study on the response of Atlantic Ocean circulation which
is dominated by relatively long timescale variability. Note,
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Fig. 5. Composites of annual mean anomalous surface temperature for different time lags (in years) with respect to the volcanic eruptions
corresponding to optical depths higher than 0.15. Surface temperature corresponds to SST over the ocean and air temperature otherwise.
Dotted areas are not significant at the 5% level

.

however, that major results are unchanged for a reference pe-
riod lasting up to five years prior to the eruption. Composites
are then defined as the average of these anomalies scaled by
the inverse of the magnitude of each eruption, so that possible
non linear effects linked to the eruption magnitude are min-
imized. Note however that our conclusions are unchanged
without this normalization. In order to maximize the sig-
nal to noise ratio, we focused on relatively large eruptions,
and thus selected eruptions corresponding to an increase of
stratospheric aerosol optical depth (AOD) by more than 0.15
(eruptions marked with a star in Fig. 2), which is equivalent
to a global radiative forcing of at least�2.8W m�2. This cor-
responds to the 9 strongest eruptions between A.D. 850 and
1849. As seen in Fig. (2) and discussed in Sect. 2.2, several
of the selected events follow each other by less than 10 years
(1169–1178, 1810–1816). To minimize the interference be-
tween successive events, eruptions which precede another
one by less than the considered time lag in the composite
were omitted. As a consequence, the number of events in the
composites may decrease with lag. The resulting composites
are rescaled by 0.15 so that the amplitude of the results that
are displayed are for an eruption with a stratospheric global
mean optical depth equal to 0.15. Significativity is tested
with a block bootstrap procedure with 500 permutations of
the volcanic time series in blocks of 3 years (the maximum
residence time of stratospheric aerosols). Composites are re-
computed using each of these, resulting forcing time series
in order so as to define the noise level.

Figure (5) shows composites of anomalous global annual
mean surface temperature up to 20 years after a volcanic
eruption of AOD of 0.15. The first panel (year 0) shows that
the maximum cooling occurs in the tropics and on the lands
during the year of the eruption. There is also a meridional
dipole in the Southern Atlantic and the Indian oceans, which
can be shown to be due to a shift of the westerlies, persist-
ing for a year. In winter only, the anomalous winter warming
over Eurasia consistent with the observations (e.g. Robock
and Mao 1992) is significant at the 10% level (not shown)
and closely related to tropospheric and stratospheric circu-
lation changes. As the lag increases, the tropical oceanic
signal extends in latitude, reflecting the spreading of the at-
mospheric cooling (e.g. Robock 2000), while progressively
decaying in the tropics. In the subpolar North Atlantic, the
cooling peaks at year 3 and decays thereafter. Note the rela-
tively rapid decay of the cooling in the eastern equatorial Pa-
cific at year 1, also present at year 2 (not shown) which could
be due to an El Nino-like response. One to two years after
the eruption, there is an anomalous warming in the North
Atlantic midlatitudes, the origin of which is discussed below.
An anomalous warming near the Drake Passage becomes sig-
nificant at year 3 and reaches its maximum at year 5. Ten
years after the eruption, the whole tropical band is still sig-
nificantly anomalously cold, as well as some land areas such
as in Eurasia. In the North Atlantic, the most striking feature
is an anomalous warming in the Labrador Sea, which decays
thereafter.
Figure (6) shows similar composites for the zonally aver-

aged global oceanic temperature response as a function of
depth up to 20 years after a volcanic eruption. Consistent
with Fig. (5), a temperature decrease of up to 0.25K appears
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in the upper tropical ocean during the eruption year, together
with a warming below 100m depth in the deep tropics. The
latter results from a thickening of the tropical thermocline
and a decrease of equatorial ventilation following a weak-
ening of the trade winds, as discussed below. The surface
cooling already reaches 60� N, but its poleward extension is
stronger one year after the eruption, consistent with Fig. (5).
By year 1, the signal has penetrated in the ocean interior
around 30� N and 30� S, where oceanic ventilation mostly
takes place. In the subtropics, the downwelling is shifted
slightly poleward of the climatological ventilation region, in-
dicated by the mean isotherms in Fig. (6) (white contours).
As in Laurian et al. (2009), the shift can be explained by
the poleward displacement of the surface isopycnals resulting
from the surface cooling. Deep penetration down to 900m
of the cooling is also seen around 60� N at year 1, reflect-
ing enhanced deep convection. Deep convection also mixes
the cooling signal down in the Southern Ocean, reaching its
largest depth 2 to 3 years after the eruption (not shown).
In the following years, the tropical surface cooling decays,
while persisting at depth and deepening further (Fig. (6), year
5). As the surface cooling reaches greater depths, the subsur-
face warming deepens and shifts poleward.
After 10 years, the cooling signal has reached more than

500m at 40� latitude north and south, which is roughly the
maximum depth of the subtropical cells, and 700m in the
Southern Ocean. In the North Atlantic, on the other hand, a
warm subsurface anomaly has appeared, reflecting a decrease
of deep convection as will be discussed below. At this stage,
the response is thus asymmetric in the high latitudes as also
found by Stenchikov et al. (2009). Twenty years after an
eruption, cooling is still significant in the tropics and at high
latitudes, where it reaches 700 to 900m, while the northern
subtropics have warmed, reflecting the dynamical adjustment
of the gyres discussed below.
In the following, we focus on the response of the Atlantic

Ocean, as a case study and in order to investigate the behav-
ior of the AMOC. From Fig. (2), it seems clear that the be-
havior of the AMOC after the severe and decadally paced
eruptions of the twelfth and thirteenth century is peculiar.
Figure (7) illustrates the different response of the ocean to
the selected eruptions occurring after 1400, from the ones
occurring between 1100 and 1300. In hihgresponse to vol-
canic eruptions occurring after 1400 (bottom panels), the ini-
tial (in phase) cooling is more clearly limited to the tropics
and subtropics, while the mid and high latitudes are char-
acterized by an anomalous warming, due to anomalous tur-
bulent heat fluxes as discussed below. The anomalous cool-
ing rapidly reaches the higher latitudes (yr 1 to 4), except
for a small patch of anomalous warming at 45� N which re-
flects a northward shift of the North Atlantic Current. Af-
ter about a decade, the anomalous cooling has disappeared
or lost significance in the Atlantic basin, while a strong and
persistent warming has appeared in the subpolar gyre, with
maximum amplitude south of Greenland, and extends in the

Table 1. Month of maximum global mean AOD for the selected
eruptions. The input time series is based on the monthly mean op-
tical thickness latitudinal reconstruction by Ammann et al. (2003)
and Gao et al. (2008).

Period 1100–1300 Period 1400–1850

eruption year month of eruption year month of
maximum AOD maximum AOD

1168 February 1452 May
1177 February 1641 May
1231 November 1809 May
1258 April 1815 September
1278 May to October

eastern subtropics in a coma shape which resembles the path
of the subtropical gyre. This horseshoe-like structure thus is
strongly similar to the signature of an AMOC acceleration in
the coupled model (e.g. Msadek and Frankignoul 2009).
On the other hand, the anomalous cooling occurring

in phase with the intense and decadally paced eruptions
between 1100 and 1400 is significant not only in the trop-
ics, but also at subpolar latitudes, in particular in the Irminger
Sea and the Nordic Seas, where deep convection in the model
takes place. There is also a weak, marginally significant,
warming at midlatitude, again probably reflecting a shift in
the North Atlantic current, but it is short lived and the en-
tire basin becomes anomalously cold in the years following
the eruption. At decadal timescales, the anomalous subpolar
warming seen after 1400 can be recognized but it is much
weaker and not significant at the 5% level. The fact that the
response differs already in phase with the eruption suggests
an immediate difference and tends to eliminate the cumu-
lative effect of the decadally-paced eruptions of the twelfth
and thirteenth century, as opposed to more isolated eruptions
occurring after year 1400. A larger signal to noise ratio in re-
sponse to stronger eruptions might be an alternative explana-
tion, as discussed e.g. in Shindell et al. (2003) and Schneider
et al. (2009). However, the anomalous atmospheric response
shown in Fig. (7) (top) is unchanged if the mega eruption of
1258–1259 is omitted for the computation of the composite
(not shown). Table 1 suggests rather that the eruptions of the
middle age period tend to peak during the cold season, while
the ones that occurred during the rest of the last millennium
mostly peak during the warm season. Nevertheless, given
the relatively strong uncertainty in this seasonality in the re-
construction (Gao et al. 2008), this is quite hypothetical.
Investigating the effect of this seasonality requires specific
sensitivity experiments and is beyond the point of this study.
Finally, Fig. (2) (bottom) suggests that the AMOC variabil-
ity has a different character pre and post 1300, with more
high-frequency variability in the later period, especially after
1500. Whether this could explain some part of the differ-
ence will be discussed in the conclusion. Note however that
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Fig. 6. Composites of anomalous zonally averaged oceanic temperature response at different time lags (in years). Shaded areas are not
significant at the 20% level. Grey contours indicate anomalies significant at the 5% level. Dark contours show the zonal mean global
temperature (contour interval is 3 �C).

Fig. 7. Composites of anomalous sea surface temperature following volcanic eruptions in different periods. Top: between 1100 A.D. and
1300 A.D., bottom: after 1400 A.D. Dotted areas are not significant at the 5% level. Grey contours show the annual mean SST. Contour
interval is 3K, the thick line is for the zero contour.
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Fig. 8. Composites of annual mean anomalous sea level pressure in phase with the volcanic eruption (left) and following the volcanic eruption
(other panels) for the period after 1400 A.D. Grey contours show the SLP annual mean in the model (contour interval is 102Pa)

.

Zanchettin et al. (2011) also noted modulation of volcanic-
forced perturbations by the background climate. In the fol-
lowing, we will first investigate the response to eruptions oc-
curring after 1400.

5 Interannual to decadal response of the Atlantic Ocean
to eruptions post 1400 A.D.

In response to the rapid surface cooling, there is a strong
anomalous low over the Canadian Archipelago and an
anomalous high over the northeastern Atlantic. In addition,
the sea level pressure (SLP) becomes anomalously high over
South America and most of Africa, where the cooling is
strongest, and an anomalous low in the western subtropics
(Fig. 8). Consequently, the Northern Hemisphere trades and
westerlies are reduced during the year of the eruption, and
shifted southward. Over the tropical lands, the SLP sig-
nal weakens at year 1, but it remains significant for almost
2 decades over the Amazonian Basin. At mid to high lati-
tudes, the anomalous low quickly disappears but the anoma-
lous anticyclone shifts slightly westward and persists until
year 4, resembling a negative phase of the East Atlantic Pat-
tern (EAP). Later, the signal loses significance (not shown),
until year 10, where a response resembling a negative phase
of the NAO is detected.
At year 0, the wind changes induce a negative wind stress

curl anomaly across the basin between 50 and 60� N and a
positive one north and south of it (Fig. 9, left). The depth-
integrated oceanic circulation, as described by the barotropic
streamfunction, adjusts rapidly to the wind stress curl. At
year 0, it is anomalously negative in much of the subtropi-
cal Atlantic, reflecting a weakening of the subtropical gyres

Fig. 9. Composites of anomalous wind stress curl, shown over
oceans only, in phase with the volcanic eruption (left) and follow-
ing the volcanic eruption by two to four years (right) for the period
after 1400 A.D. Grey contours show the annual mean values (con-
tour interval is 10�4Nsm�3), the thick grey line shows the zero
contour.

(Fig. 10, left). A weak positive anomaly is also significant in
the subpolar region, where the wind stress curl is negative.
At following lags, the negative wind stress curl anomaly per-
sists at subpolar latitudes and shifts to the southern Irminger
Sea, consistent with the SLP response (Fig. 9, right). Two to
four years after the eruption, both gyres of the North Atlantic
are thus clearly reduced. At longer lags, the response decays
in the subtropics while the subpolar gyre stays anomalously
weak for more than a decade after the eruption (Fig. 10,
middle). Note also the persistent signal in the Labrador Sea
where the cyclonic circulation is reinforced.
The atmospheric response to the eruption also induces ver-

tical circulation in the ocean, resulting from the anomalous
Ekman suction at 30�N/S and pumping around 50� N. This
appears clearly at year 0 on the meridional streamfunction
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Fig. 10. Composites of anomalous Atlantic barotropic streamfunction in phase with the volcanic eruption (left) and following the volcanic
eruption (other panels) for the period after 1400 A.D. Positive (negative) values correspond to an anticyclonic (cyclonic) circulation. Grey
lines show the annual mean stream function in the model, with a contour interval of 10 Sv
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Fig. 11. Composites of anomalous Atlantic meridional streamfunction in phase with the volcanic eruption (left) and following the volcanic
eruption (other panels) for the period after 1400 A.D. Positive (negative) values correspond to a clockwise (counter-clockwise) circulation.
Black and day grey contours mark significant areas at the 95% and 80% level, respectively, according to the Monte Carlo permutation test.
Light grey contours show the annual mean Atlantic meridional circulation in the control simulation (contour interval is 3 Sv, thick contour
corresponding to the zero contour.)

composite (Fig. 11, left). The signal is equivalent barotropic,
with an upwelling around 30� N and a downwelling at 50�N
and around the equator. During the following years, the
strong negative wind stress curl in the subpolar North At-
lantic maintains a positive meridional cell between 20 and
50� N, which can be viewed as an intensification of the
AMOC in the North Atlantic, consistent with previous stud-
ies (e.g. Stenchikov et al. 2009, Ottera et al. 2010, Ortega
et al., 2011). Note that this positive anomaly is probably

also favored by the intensified deep convection that occurs
during the year of the eruption (Fig. 12, top), and is associ-
ated with strong surface cooling. An intensification of deep
convection typically leads by several years an acceleration
of the AMOC in the North Atlantic Basin (e.g. Mignot and
Frankignoul 2005). However, it is short-lived here, loosing
significance by year 1, so that the AMOC intensification does
not persist more than a few years (Fig. 11, bottom left). On
the other hand, there is a weak reduction of the AMOC north
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Fig. 12. composites of anomalous March mixed layer depth during
the year of the eruption (left), averaged over the following 3 years
(middle), and averaged 4 to 7 years later (right) for the period after
1400 A.D. Grey lines show the annual mean mixed layer depth field
in the model, with a contour interval of 500m

.

of about 60� N up to four years after an eruption, which later
intensifies and extends to subpolar latitudes as a result of a
reduction in deep water formation, as discussed below.
Five years after the volcanic eruption, the SLP anomaly

decreases (not shown). Nevertheless, as indicated above, a
significant SLP anomaly appears again near year 10–12, un-
der the form of the dipole in the mid to high latitudes bearing
similarity with a negative phase of the NAO. This could re-
flect the SLP response to the AMOC intensification seen at
year 2–4 (Fig. 8 upper right), since Gastineau and Frankig-
noul (2011) found a weak but significant response of the at-
mosphere (negative NAO phase) to enhanced AMOC in sev-
eral climate models including the control simulation with
IPSLCM4. In the latter, the SLP response was of similar
magnitude and most clearly seen four years after an AMOC
intensification. Here, the AMOC intensification indeed re-
mains significant until lag 8 (not shown) Whether there is
a link with the weak AMOC intensification seen about 20
years after the eruption cannot be asserted here but could be
established in dedicated experiments. As mentioned above,
the strong surface cooling rapidly deepens the mixed layer
south of Iceland (Fig. 12, top panel) and in the subtropics (not
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Fig. 13. composite of anomalous March sea ice cover during the
year following the eruption (left), 5 years later (middle), and 10
years later (right) for the period after 1400 A.D. Grey lines show
contours of the average sea ice cover in March of 0, 0.5 and 1.

shown). The intensification of deep convection favors the
penetration of the cooling signal at depth seen in Fig. (6) at
high northern latitudes and a weakly significant retreat of sea
ice cover (Fig. 13, left panel). However, this response loses
significance in the following years (Fig. 12, middle panel),
and instead, deep convection is reduced both in the Nordic
Seas and South of Iceland 4 years after an eruption (Fig. 12,
bottom panel). This persists for about a decade after the erup-
tion. In the Nordic Seas, the reduction of deep convection is
due to a persistent sea ice capping of the area during win-
ter, resulting from the strong surface cooling (Fig. 13). This
anomaly appears about 1 year after the eruption, peaks after
four years and, again, persists for roughly a decade. Such
anomalous sea ice extension is consistent with the sea ice re-
construction off Iceland from Masse et al. (2008), showing
abrupt events that coincide with the volcanic eruptions after
1300 A.D.
South of Iceland, the winter mixed layer shallowing

in Fig. (12) (bottom) is due to a strong negative salinity
anomaly (Fig. (14) top). The latter is largely due to anoma-
lous Ekman transport (Fig. (14), bottom), while anomalous
atmospheric freshwater fluxes play a lesser role (Fig. (14),
middle), consistent with Mignot and Frankignoul (2003,
2004). Note that the anomalous surface freshwater flux
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Fig. 14. Top: Composites of anomalous SSS averaged 1 to 5 years after the eruption. Grey lines show the annual mean SSS field in the
model, with a contour interval of 2 psu. Middle: Composite of anomalous E-P during the year of the eruption. Bottom: composite of
advection of mean salinity by anomalous Ekman currents (with a negative sign in order to be consistent with the E-P forcing term) averaged
over the 4 years following the eruption. Values equatorward of 10� latitude are masked because undefined. All composite are computed for
eruptions occurring later than 1400 A.D. For the two right panels, grey lines show the annual mean field in the model with a contour interval
of 40mm/month. The zero contour is thicker. For all panels, dotted areas are not significant at the 5% level.

caused by the volcanic eruptions are maximum during the
year of the eruptions, and in the tropics (Fig. 14) , consistent
with Trenberth and Dai (2007). The reduction of the north-
ern trade winds (Fig. 8) is indeed associated to a northward
shift in the inter-tropical convergence zone. As a result, pre-
cipitation is enhanced near 10� N and strongly reduced along
the equator, including over the continents. In the northern
deep tropics, evaporation is reduced, again because of re-
duced winds and SST. These anomalous surface freshwater
fluxes induce the negative salinity anomaly in the northern
subtropics in the years following the eruption.

6 Interannual to decadal response of the Atlantic Ocean
to eruptions between 1100 and 1300

Figure (15) shows the response of the AMOC to the volcanic
eruptions selected during the period of intense volcanic ac-
tivity between 1100 and 1300. As during the later period, the
in-phase response is essentially characterized by an anoma-
lous upwelling around 30�N. The associated negative and
positive cells south and north of this latitude have neverthe-
less a much weaker extension in depth (for the tropical one)
and in latitude (for the northern one) than for the later period.
Indeed, the anomalous sea level pressure induced during the
year of an eruption occurring during the earlier period, shown
in polar view in Fig. (16), is similar in the tropics and sub-
tropics (not shown) but it has the opposite sign over the Cana-
dian Archipelago and there is no strong high in the eastern
North Atlantic. As a result, the anomalous wind stress curl is
much weaker in the subpolar region, inducing a much weaker

anomalous Ekman pumping and Ekman transport, and only
little salt advection (not shown). The subpolar gyre is thus
much less affected during the years following the eruption
(not shown). Lacking the large subpolar freshening seen in
the later period, the winter mixed layer remains anomalously
deep in the subpolar region (Fig. (17) middle panel), even
further south than deep convection locations, due to the sur-
face cooling (Fig. 7), which might contribute to the broad
and shallow AMOC intensification between 20� S and 45� N
at years 2 to 4. It can be shown that the tropical part of
this anomalous cell is associated with an equatorward shift
of the subtropical gyre. On the other hand, deep convection
is reduced in the Nordic Seas after a few years because of
the sea ice capping discussed above. Note that in this pe-
riod, the anomalous sea ice extension develops faster and
it is stronger and more persistent (Fig. 18) than in the later
period, consistent with the stronger cooling (Fig. 7). It is
also interesting to note that the weak gyre response also con-
tributes to maintain the oceanic surface cooling in the 1100–
1300 A.D. period, since it does not induce the warm anomaly
seen in the years following an eruption occurring after 1400
A.D. (Fig. 7). As a result, the negative AMOC anomaly seen
over the ridges two to four years after an eruption is stronger
and deeper than for the eruptions occurring after 1400 A.D.
After a longer delay, when anomalous cooling and convec-
tion in the subpolar basin start to vanish, the shallowing of
the winter mixed layer in the Nordic Seas seen at years 4–
7 in Fig. (17) (bottom) persists and is likely responsible for
the stronger negative AMOC weakening seen throughout the
northern North Atlantic at least two decades after the erup-
tions (Fig. (15), bottom left). This behavior is consistent with
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Fig. 15. As in Fig. 11 for the Atlantic meridional streamfunction during the period 1100–1300. Positive (negative) values correspond to
a clockwise (counter-clockwise) circulation. Black and day grey contours mark significant areas at the 95% and 80% level, respectively,
according to the Monte Carlo permutation test. Light grey contours show the annual mean Atlantic meridional circulation in the control
simulation (contour interval is 3 Sv, thick contour corresponding to the zero contour.)
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Fig. 16. composite of annual mean anomalous sea level pressure
in phase with the volcanic eruptions of the period 1100–1300 A.D.
(left) and with the volcanic eruptions post-1400 A.D. (right).

Zhong et al. (2010). That the AMOC weakening extends
north of the ridges adds credit to the implied role of Nordic
Seas convection and could explain why the AMOC behavior
has become nearly opposite to that seen after 1400 A.D.

7 Conclusions and discussion

In this study, we have investigated the oceanic response to
volcanic eruptions over the last thousand years, with a fo-
cus on the North Atlantic Ocean. We used a fully cou-
pled AOGCM forced by a realistic chronology of volcanic
eruptions, variations of the TSI and of the atmospheric green-
house gases concentrations. Note that the TSI reconstruction
chosen to force the model is relatively weak, and that some

centennial features suggested by observations, such as tem-
perature shifts between the medieval climate anomaly and
the Little Ice Age, are not simulated in the model. In this
sense, this simulation can be considered as a sensitivity sim-
ulation to the volcanic eruptions over the last millennium.
Nevertheless, as far as the response of the ocean to intermit-
tent and sudden volcanic events does not depend too strongly
on the average temperature, this caveat does not invalidate
our study. The analysis highlighted the multiple timescales
of the response, including a fast tropical temperature adjust-
ment to the strong volcanic-induced radiative forcing, dy-
namical adjustment in response to the associated atmospheric
circulation modifications persisting roughly 5 years, and a
subsequent adjustment of the AMOC in response to anoma-
lous convection at high latitudes. The analysis also high-
lighted differences in the response during two distinct peri-
ods of the last millennium.

The global surface temperature response is maximum one
to two years after a volcanic eruption. The anomaly pene-
trates at depth via subtropical oceanic ventilation as well as
deep convection at high latitudes. It thus persists globally
in the ocean for more than 20 years. During the year of the
eruption, anomalous tropical cooling induces an anomalous
high over the continents and a reduction of the trades in the
Atlantic Ocean. The atmospheric response at mid to high
latitudes depends on the eruptions. In this study, in order to
investigate apparent discrepancy found in the literature re-
garding the AMOC response, we only separated eruptions
occurring after 1400 from the ones occurring between 1100
and 1300. In the later period, the anomalous atmospheric
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Fig. 17. Composites of anomalous March mixed layer depth in
response to volcanic eruptions occurring during the period 1100–
1300. The composite is shown for the year of the eruption (left),
averaged over the following 3 years (middle), and averaged 4 to 7
years later (right). Grey lines show the annual mean mixed layer
depth field in the model, with a contour interval of 500m. Dotted
areas are not significant at the 5% level.

structure in response to an eruption induces strong wind
stress curl anomalies over the North Atlantic Ocean, which
lead to an important dynamical adjustment in the Atlantic
Ocean at interannual timescales, namely one to five years af-
ter an eruption. This adjustment of the oceanic circulation is
equivalent barotropic, with an upwelling around 30� N and a
downwelling at 50� N and around the equator. The anoma-
lous vertical oceanic circulation can reach the full depth
of the ocean. During the following years, the atmospheric
structure evolves inducing an anomalous acceleration of the
AMOC in the subpolar basin. However, this anomaly does
not persist more than a few years, because of reduced deep
convection in the high northern latitudes under the effect of
anomalous sea ice extension and surface freshening that de-
velop a few years after the eruption. A weak reduction of
the AMOC is thus detected a decade after the eruption. In
the case of the eruptions occurring between 1100 and 1300,
the anomalous SLP structure during the year of the eruption
differs over the subpolar region from the one obtained dur-
ing the later period. It induces much weaker wind stress curl
anomalies over the Atlantic basin and thus a much weaker
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Fig. 18. Composites of anomalous March sea ice cover in response
to volcanic eruptions occurring during the period 1100–1300. The
composite is shown for the year following the eruption (left), 5 years
later (middle), and 10 years later (right). Grey lines show contours
of the average sea ice cover in March of 0, 0.5 and 1. Dotted areas
are not significant at the 5% level.

dynamical adjustment of the AMOC in the years following
an eruption. On the other hand, the initial reduction of deep
water formation is more persistent, as a result of a stronger
surface cooling and more persistent sea ice cover anomalies,
leading to a stronger negative anomaly of AMOC at high lat-
itudes 2 to 4 years after an eruption, and a stronger reduction
of the AMOC in the subpolar North Atlantic 10 to 15 years
after the eruption.
As noted in the introduction, the oceanic response to vol-

canic eruptions is still largely unknown and recent studies
based on climate models suggest either an AMOC enhance-
ment or a reduction following volcanic eruptions of the last
millennium. The present findings could possibly reconcile
these previous studies, suggesting a strong sensitivity of the
response to different volcanic eruptions. In particular, the
AMOC intensification seen 5 to 10 years after the volcanic
eruptions occurring after 1400 A.D. bears strong similarity
with results of Ottera et al. (2010) using a different coupled
climate model to investigate this period. On the other hand,
the AMOC weakening in the northern North Atlantic and the
large sea ice extension following the intense eruptions occur-
ring between 1100 and 1300 can be compared to the response
found by Zhong et al. (2010). Investigating the whole last
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millennium, Zanchettin et al. (2011) noted a general AMOC
intensification but note also a modulation of this response
with the background state. The present analysis suggests that
these different responses involve in fact similar mechanisms,
namely an initial dynamical adjustment to anomalous winds
and a subsequent thermohaline response to anomalous deep
convection. However, the atmospheric response to the vol-
canic eruptions differ in the two periods and thus plays a
large role in modulating the oceanic response. At least three
factors could explain why the atmospheric response seems
to change in time: the seasonality of the eruption, its inten-
sity, and the cumulative effect in the case of successive erup-
tions. An analysis of these various effects requires specific
experiments that are left for future studies. However, the re-
sults presented here suggest that the seasonality is a plausi-
ble explanation. Indeed, the eruptions during 1100–1300 oc-
curred mostly during the cold season while those after 1400
occurred mostly during the warm season. Although cumu-
lative effects may also play a role, they cannot explain why
the short term response already differs in the two periods.
Nonlinearities in the response could also be important, even
though our results were not changed when the mega eruption
of 1258 was omitted from the 100–1300 composite. Finally,
since different responses of SLP and AMOC to eruptions pre
and post 1400 occur as soon as the year of the eruption, the
change in interannual variability pointed out in Fig. (2) (bot-
tom panel) is probably not the cause.
Other features of the oceanic response to the eruptions can

be compared to previous studies. The important role of sea
ice dynamics was also noted by Stenchikov et al. (2009),
Zhong et al. (2010) and Zanchettin et al. (2011). The re-
sponse of the barotropic stream function bears also some in-
teresting similarities with Zanchettin et al. (2011), including
an initial response dominated by a shift of the gyres (or an
inter gyre gyre in their framework) and a later response dom-
inated by an intensification of the subpolar gyre. Generally,
both studies highlight an initial dynamical response to atmo-
spheric circulation and a subsequent decadal adjustment of
the ocean. Comparison among these results also calls for
a coordinated comparison of simulations of the last millen-
nium.
The oceanic response is also likely to be affected by model

biases and experiment design. In particular, the lack of deep
convection in the Labrador Sea in the IPSLCM4 model is
probably a major drawback. A better representation of the
stratosphere is also needed to improve the representation of
the effect of volcanic aerosols. Indeed, stratospheric dynam-
ics and chemistry may significantly alter the modeled cli-
matic impact of volcanic eruptions. This should be tested in
the new version of the IPSL model including 39 atmospheric
levels and an improved radiative module, currently under de-
velopment, as well as in the forthcoming CMIP5 database.
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[1] A unique barrier layer (BL) system in terms of persistence, extension, and associated
subsurface temperature maximum is present seasonally in the northwestern tropical
Atlantic. Based on climatological output of a general circulation ocean model, we show
here that its development consists of two phases. In summer, the BL is relatively shallow
and thin but subsurface temperature maxima are intense. The latter develop as a result of
the specific seasonality of the freshwater discharge in this area, which limits the mixed
layer to a very thin depth while the intense radiative heat flux penetrates significantly
below, thereby heating the subsurface waters protected from air-sea interactions and
inducing a barrier layer between the mixed layer and the ocean interior. In winter, the BL
development is due to a surface decrease in salinity associated with the surface freshwater
capping, which decouples the pycnocline, and hence the winter mixed layer, from the
thermocline. The mechanism is ubiquitous in the sense that it is very similar to that of other
areas at the same latitude, as well as at high latitudes in regions of seasonal surface
freshening. Results are discussed in the light of a simple linear equation linking the
BL development to time evolution of Sea Surface Temperature and Sea Surface
Salinity stratification.

Citation: Mignot, J., A. Lazar, and M. Lacarra (2012), On the formation of barrier layers and associated vertical temperature
inversions: A focus on the northwestern tropical Atlantic, J. Geophys. Res., 117, C02010, doi:10.1029/2011JC007435.

1. Introduction

[2] The northwestern tropical Atlantic was shown by
Mignot et al. [2007, hereinafter MBLC07] to be a region
with very thick and long lasting barrier layers (BLs). These
BLs could furthermore be shown to be particularly persistent
and impermeable on monthly timescales as defined by
Mignot et al. [2009]. Their formation mechanism was stud-
ied by Pailler et al. [1999], Masson and Delecluse [2001],
and Ferry and Reverdin [2004]. These authors highlighted in
particular the influence of outflow from adjacent rivers.
Indeed, two of the strongest rivers in the world (namely the
Amazon and the Orenoque) outflow in this region, giving
rise to a pronounced and specific Sea Surface Salinity (SSS)
seasonal cycle. However, these previous studies largely
ignored the deep and strong co-localized vertical tempera-
ture inversions that exceed 0.6°C [de Boyer Montégut et al.,
2007a, hereinafter BMLC07]. The latter are among the most
vast, deep and strong of the tropical oceans. The climatic
impact of temperature inversions has been illustrated by
Smyth et al. [1996], Vialard and Delecluse [1998], and
Durand et al. [2004] in the Pacific and in the Indian
Ocean. Recently, Balaguru [2011] suggested a possible link

between BLs and inversions in the tropical Atlantic and
tropical cyclones.
[3] The BL system of the northwestern tropical Atlantic

(Figure 1 and thick box in Figure 2) is located within the so-
called Atlantic Warm Pool (AWP) that occupies the Gulf of
Mexico, the Caribbean Sea, and the western tropical North
Atlantic. Using atmospheric reanalysis and sensitivity
experiments with an atmospheric general circulation model,
Wang et al. [2006, 2008b] also showed the significant
influence of the warm waters in the Atlantic Warm pool on
western hemisphere summer rainfall and Atlantic hurricanes.
The mechanism involves a modulation of the tropospheric
vertical wind shear and thus of the moisture static stability of
the overlying atmosphere. Wang et al. [2008a] also showed
the link between the AWP’s multidecadal variability and the
larger scale Atlantic Multidecadal Oscillation (AMO)
[Knight et al., 2005] suggesting that the influence of the
AMO on the tropical Atlantic cyclone activity, illustrated for
example by Enfield and Cid-Serrano [2010], may operate
through the mechanism of AWP-induced atmospheric
changes. Furthermore, important interactions between this
region and the tropical Pacific occur, in particular in terms of
freshwater exchange [e.g., Giannini et al., 2000; Wang and
Enfield, 2003]. Finally, the BL system of the northwestern
tropical Atlantic is located on the path of the surface branch
of the Atlantic Meridional Overturning Circulation, so that
its formation and seasonality could also be linked to remote
oceanic conditions and influence the whole Atlantic climate
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Figure 1. Annual mean (left) sea surface temperature (in °C) and (right) sea surface salinity (in psu) in
(top) the simulation and (bottom) the WOA09 data set [Locarnini et al., 2010; Antonov et al., 2010].

Figure 2. BL thickness (color scale) in the northern tropical Atlantic and east Pacific in the model. The
magenta contours are subsurface temperature maximum greater than 0.6°C. The boxes highlight the BLs
studied in the rest of the paper.
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through oceanic conditions. This location is thus unique in
terms of climatic variability and climatic impact.
[4] The studies of BMLC07 andMBLC07 also showed the

presence of robust and thick BLs at similar latitudes in the
center of each subtropical oceanic basin in winter. For
the first time, these studies proposed a symmetry among
subtropical oceanic basins in terms of BL climatology and
formation processes. As compared to the BL system in the
northwestern tropical Atlantic, BLs in the central subtropical
basins appear later in the winter season and they are not
associated with significant inversions of the vertical temper-
ature gradient. This suggests that BL formation in the western
tropical Atlantic may be specific to this region, although this
is not well understood yet. In her recent study using sensi-
tivity experiments with a coupled climate model, Balaguru
[2011] suggested an important role of subsurface salinity
for the formation of these BLs and of the surface salinity for
the creation of the vertical temperature inversions.
[5] Our objective here is to gain a general understanding

of the formation process of BLs and temperature inversions
in tropical areas. In particular, a vertical temperature inver-
sion requires a strong salinity stratification in order to keep
the water column stable. How does the seasonality of the
specific freshwater discharge and precipitation in this area
participate in the formation of persistent BLs and strong
subsurface temperature maxima? Is the latitudinal symmetry
highlighted in MBLC07 still valid for this specific region? In
order to address these issues, we propose to compare time
series of the BL development in the northwestern tropical
Atlantic to that of other subtropical BLs at similar latitudes.
We deduce from this analysis that the development of the
BL system in the northwestern tropical Atlantic happens in
two steps, one due to the specificity of the region and the
second similar other BL systems at similar latitudes. We also
propose a prognostic equation for the BL development that is,
under certain assumptions, applicable to all BL areas. We
believe that such a model can be useful to modelers and
observationalists to interpret or predict the presence or absence
of BLs.
[6] In order to analyze in details the temperature and

salinity budgets associated with BLs, we base our study on
the outputs of a forced Ocean General Circulation Model
(OGCM) The model and BL thickness computation are
presented in section 2. The analysis of the BL system, its
seasonality and its development mechanism are shown in
section 3. In section 4, we derive a simple linear prognostic
model for the BL development as a function of temperature
and salinity stratifications, and we propose to use it as a
framework to illustrate BL developments in the tropical
band. Conclusions are given in section 5.

2. Model and Definitions

2.1. The Ocean Circulation Model

[7] We use the global Océan Parallèlisé (OPA) OGCM
[Madec et al., 1998]. OPA solves the primitive equations on
an Arakawa C grid, with a second-order finite difference
scheme. It assumes the Boussinesq and hydrostatic approx-
imations, and the incompressibility hypothesis, and uses a
free-surface formulation [Roullet and Madec, 2000]. The
density is computed from potential temperature, salinity, and
pressure using the Jacket and McDougall [1995] equation of

state. In its global configuration ORCA05, the horizontal
mesh is based on a 0.5° � 0.5° Mercator grid, and following
Murray [1996], two numerical inland poles have been
introduced in order to remove the North Pole singularity
from the computational domain. The departure from the
Mercator grid starts at 20°N and is constructed using a series
of embedded ellipses based on the semianalytical method of
Madec and Imbard [1996]. Realistic bottom topography and
coastlines are derived from the study of Smith and Sandwell
[1997], complemented by the 5′ Gridded Earth Topography
(ETOPO5) dataset. The maximum depth of 5000 m is
spanned by 30 z-levels ranging from 10 m thickness in the
upper 120 m to 500 m thickness at the bottom. The ocean
model is run with a time step of 2400 s.
[8] Lateral tracer mixing is done along isopycnals. Eddy-

induced tracer advection is parameterized following Gent
and McWilliams [1990] with coefficients decreased in the
Tropics between 20°N and 20°S. Momentum is mixed along
horizontal surfaces using coefficients varying with latitude,
longitude, and depth. Vertical eddy diffusivity and viscosity
coefficients are computed from a 1.5-level turbulent closure
scheme based on a prognostic equation for the turbulent
kinetic energy [Blanke and Delecluse, 1993]. Double diffu-
sive mixing (i.e., salt fingering and diffusive layering) is
computed following Merryfield et al. [1999]. Penetrative
solar radiation corresponding to Type I water [Jerlov, 1968]
is also used. This formulation will be detailed in section 3.2.
This model configuration has been widely used for climatic
studies, such as in the study by de Boyer Montégut et al.
[2007b].
[9] The model run starts from an ocean at rest using the

January temperature and salinity fields of the Levitus [1998]
climatology. It is then run for a 3-yr period using a clima-
tology of 1992–2000 forcing fields. In this study, we focus
on climatological BL systems. This was our motivation for
choosing this particular set up using a climatological forcing,
thereby avoiding the effect of interannual variability and
long-term trend. Such a forcing strategy has proven useful
for investigating the mean seasonal cycle [e.g., Durand
et al., 2007]. Limitations inherent in using climatological
values for relative humidity and cloudiness are discussed, for
example by de Boyer Montégut et al. [2007b].
[10] The momentum surface boundary condition is given

using the weekly European Remote Sensing Satellites-1 and
-2 (ERS-1-2) wind stress interpolated daily with a cubic
spline method [Bentamy et al., 1996]. The insolation, long-
wave radiation and turbulent heat fluxes (and the evapora-
tion) are computed from the semi-empirical or bulk formulae
[Timmermann et al., 2005], which relate the fluxes to the
SST (computed by the model) and to meteorological para-
meters (10-m wind speed, surface air temperature and rela-
tive humidity, cloudiness). The daily 2-m air temperature is
extracted from the National Centers for Environmental Pre-
diction-National Center for Atmospheric Research (NCEP-
NCAR) reanalysis [Kalnay et al., 1996]. Monthly climatol-
ogies of relative humidity [Trenberth et al., 1989] and
cloudiness [Berliand and Strokina, 1980] are used. Precipi-
tation data come from the Climate Prediction Center Merged
Analysis of Precipitation (CMAP) product [Xie and Arkins,
1997]. The monthly values of river discharge [United
Nations Educational, Scientific and Cultural Organization
(UNESCO), 1996] are introduced into the model by
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distributing the associated freshwater input as precipitation
on the points surrounding the mouth of the rivers. The
Amazon runoff is of particular relevance for the present
study. Its seasonal variability is well reproduced by the
model, as shown for example by Masson and Delecluse
[2001]. It has a clear annual cycle, with a maximum in
May, when it reaches 0.26 Sv, and a minimum in November
of 0.13 Sv. A restoring term toward the Levitus [1998] SSS
is applied to the freshwater budget, with a relaxation time-
scale of 2 months for a 50-m-thick layer. While there is no
physical justification for this feedback term, as the atmo-
sphere does not care about ocean surface salinity, it avoids

SSS drift arising from the error in the prescribed freshwater
budget.
[11] Available outputs are the temperature and salinity

over all the model’s vertical levels, as well as tendency terms
based on the conservation equations for the temperature and
salinity in the mixed layer. Oceanic output are available with
5-days resolution. We use the data from the last year of the
model run. Figure 1 illustrates the annual mean SST and SSS
fields as given by the model over the Atlantic area (Figure 1,
top) and in the most recent version of the World Ocean Atlas
(WOA09) [Locarnini et al., 2010; Antonov et al., 2010].
Note that the WOA09 climatology is given with a resolution
of 1° only, so that fields appear smoother than in the model.
Figure 1 shows that main features of the observed surface
fields are quite well reproduced by the model. The SST
maximum in the eastern equatorial Atlantic is slightly too
warm in the model, and SSS maxima in the subtropics are
slightly stronger than in the observations. The validity of this
simulation for the BL process studied here will be done
below through Figures 2 and 3, presented below.

2.2. Definitions

[12] Following previous barrier layer studies [e.g., de
Boyer Montégut et al., 2004], the barrier layer thickness
(named simply BLT in the following) is defined here as the
difference, when positive, between two depths:

BLT ¼ Ds � DT∗�02 ð1Þ

with DT*�02 < Ds < 0. DT*�02 is the depth where the tem-
perature has decreased by 0.2 °C as compared to the temper-
ature at the reference depth of 10 m. The 0.2 °C threshold is
based on the current precision of most common temperature
sensors. Ds is the depth where the potential density anomaly,
here referred to as sq (potential density � 1000 kg/m3), has
increased from the reference depth by a threshold Ds equiv-
alent to the density difference for the same temperature change
at constant salinity:

Ds ¼ sq T∗� 0:2; S∗;P0ð Þ � sq T∗; S∗;P0ð Þ ð2Þ

with T* and S* are the temperature and salinity at the reference
depth 10 m and P0 is the pressure at the ocean surface. Ds
corresponds to the top of the pycnocline. Similarly, one can
define the halocline depth as the depth where salinity has
increased by a threshold DS from the reference depth. DS is
defined such as to induce the same density change as DT =
�0.2°C. DS can thus be estimated from DS = aT/bS � DT
where aT and bS are typical values of the thermal expansion
and saline contraction coefficients respectively . With aT =
2500 � 10�7 K�1 and bS = 0.75 � 10�3psu�1, we use the
threshold DS = 0.06psu to define the pycnocline.
[13] As shown by de Boyer Montégut et al. [2004], in the

area of tropical barrier layers examined in the present
work, DT*�02 is climatologically deeper than Ds, and Ds
is a good proxy for the mixed layer depth (MLD), in the
sense of a layer where temperature, salinity and density are
mixed and thus homogeneous. To the contrary, when Ds
is deeper than DT*�02, the absolute value of the right hand
term in equation (1) gives the thickness of a layer called
compensated layer (CL in the following), in reference to a
stratification regime where upper halocline and thermocline

Figure 3. (top) Time evolution of temperature (colors, in °C)
and salinity (white contours, in psu) from the surface to 100 m
depth averaged over the thick box in the northwestern tropical
Atlantic shown in Figure 2. The thick black lines shows the
depth DT*�02 (solid), the MLD (dashed) and the halocline
depth DS*+DS with DS = 0.06 psu diagnosed from the model
data averaged over the same area (crosses). The magenta con-
tour highlights vertical temperature inversions of 0.2° and
more. (middle) Time evolution of temperature (colors) and
salinity (white contours) from the surface to 100 m depth of
the ARGO float D1900022 that traveled in the same area
(between 55.5 and 60°W and 14 and 22°N between April
2002 andMay 2003). A runningmean over 3 points with equal
weights has been applied to all time series. (bottom) Same as
Figure 3 (top) using the monthly mean temperature and salin-
ity fields fromWOA09 [Locarnini et al., 2010; Antonov et al.,
2010].
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are partially compensated in density. Then, Ds is no longer
a good proxy for the MLD, since it reaches below the top of
the thermocline (see de Boyer Montégut et al. [2004] for
climatological distribution and Liu et al. [2009] for interan-
nual variations of the MLD).
[14] Given that in the classic view of a water column,

potential temperature is supposed to decrease downward, so
that temperature is almost constant above the depth DT*�02,
the latter has been commonly identified in the literature as
the Isothermal Layer Depth (ILD). In fact, the layer above
DT*�02 is often not isothermal. Instead it may shelter sub-
surface temperature maxima associated with strong vertical
temperature gradients (see BMLC07 for global spatiotem-
poral distribution of subsurface temperature maxima).
Assimilating this surface layer to an ILD overlooks these
subsurface temperature inversions that may occur when
compensating salinity stratification ensures hydrostatic sta-
bility. An important part of the following analysis is pre-
cisely dedicated to variations of temperature within this layer
and in particular to warming at depth. Therefore, in the fol-
lowing, we prefer to refer to this depth using its definition
(DT*�02) rather than use the misleading acronym ILD. In
spite of this ambiguity, this depth, which can be considered
as the top of the thermocline, has a clear and important

physical definition: it corresponds to the depth below which
waters are significantly colder than in surface. By construc-
tion, mixing through this interface cools surface waters. In
contrast, mixing through the MLD can either warm or cool
surface layers, depending on the temperature of waters just
below (see Figure 1 of BMLC07 for illustrative hydrological
profiles). Note that because subsurface temperature inver-
sions may be present, it is important to consider a decrease
of the temperature for the BL definition, whereas an absolute
change is used for the temperature mixed layer definition.
Liu et al. [2009] use an absolute criteria and, as a result,
underestimate the BL thickness in cases of temperature
inversions.
[15] The time derivative of equation (1) indicates that

favorable conditions of BL development occur particularly
when DT*�02 becomes deeper, or deepens faster, than the
MLD (Ds). In a cooling season, these conditions are met if a
sufficiently strong halocline (with upward decreasing salin-
ity), or a surface salinity decrease, limits the MLD seasonal
deepening. In section 4, we will derive equations that help to
quantify this consideration and place it in a broader context.
[16] Finally, the temperature inversions are identified, as

in BMLC07, by the depth of the subsurface maximum and
the difference between this maximum and the temperature of
the mixed layer. In this article, we restrict ourselves to
temperature inversions located above the thermocline and
specifically above DT*�02.
[17] The computations are done at each spatial grid point

of the model, at the temporal resolution of the model output
(5 days). Monthly climatologies are then computed as the
median of the corresponding 5-day means.

3. Results

3.1. The BL in the Northwestern Tropical Atlantic

[18] Figure 2 shows the seasonal BL thickness in the
northern tropical Atlantic and east Pacific basins as well as
contours of subsurface temperature maxima. Thick BLs in
the northwestern tropical Atlantic, north of the Amazon
mouth and east of the Puerto Rico Islands are clearly seen,
and are associated with strong vertical temperature maxima
(thick box). They compare well with observations shown in
MBLC07 (their Figures 1 and 4), although thicknesses are
slightly smaller in the model. Vertical temperature inver-
sions are stronger and deeper. This barrier layer system
persists roughly all yearlong and reaches its maximum
thickness in winter. Vertical temperature inversions are
strongest in autumn. The seasonality, longitudinal location
and temperature inversion distinguishes this system from
BLs located around the same latitudes but in the center of the
basins. In the central tropical Pacific and central tropical
Atlantic, a thick BL is centered near 20°N and 15°N,
respectively, from January to March (thin boxes), consistent
with in-situ previous observations (MBLC07).
[19] The time series of modeled temperature and salinity

averaged over the area limited by the thick box in Figure 2
and as a function of depth helps in gaining understanding
of the evolution of this BL system (Figure 3, top): starting in
June from a situation of basic stratification, the salinity
stratification strengthens and a BL of about 10 m develops
quickly. This formation is due to a quasi-constant mixed
layer depth (dashed line in Figure 3 (top)) associated with an

Figure 4. Time series of the mixed layer salinity (thick
black line) and temperature (thick dashed line) tendencies
computed online by the ocean model averaged over the
box shown in Figure 2 with thick lines, in the northwestern
tropical Atlantic. For the salinity, the decomposition of this
tendency into four physical terms is also shown. The atmo-
spheric forcing term, namely freshwater flux, is in light blue.
The zonal advective term (~u.~rS, where~u is the zonal veloc-
ity) is in dark blue, the meridional advective term (~v .~rS,
where~v is the meridional velocity) in green. In red, we show
the sum of all vertical terms, namely vertical advection, ver-
tical mixing and entrainment. All these terms are computed
on-line in the model. The monthly averages that are shown
are computed from the 5-days averages available as monthly
outputs. The residual between all these terms and the total
tendency is small (not shown).
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initial deepening of DT*�02 (solid line). Note that mathe-
matically, for a simplified water column with negligible
subsurface heat fluxes, DT*�02 is, by construction, expected
to shoal between June and October, since the surface tem-
perature warms. This surprising deepening will be analyzed
below by considering the effect of penetrating solar radiation.
This phase lasts until mid-October, when SST stops warm-
ing. The second phase of the BL development starts in early
November, when the mixed layer begins to cool and freshen.
Both DT*�02 and MLD increase, but at different rates. As a
result, the BL deepens down to 80 m and thickens, reaching
20 m. Simultaneously, the temperature inversion appears and
develops, occupying the whole BL. It rapidly reaches about
0.4°C. Around April, during the spring restratification, the
BL and temperature inversion disappear within 1 to 2 months
and both DT*�02 and MLD rapidly shoal back to 40 m depth.
[20] As indicated above, the BL climatology in the model

is highly comparable to observations from MBLC07. Nev-
ertheless, before analyzing in detail the BL and temperature
inversion evolutions, we can further validate this timing. For
comparison, Figure 3 (middle) shows the temperature and
salinity measured in the same area between April 2002 and
May 2003 by the ARGO float D1900022. Beginning in early
May 2002, there is a relatively thin BL around 20 m depth,
which persists until August. This BL then deepens and
thickens from September onward. A subsurface temperature
maximum of 0.1 to 0.2°C is present in mid-June and of more
than 0.4°C from October onward. During the autumn and
winter, it weakens and deepens with the BL. The BL persists
until March, when it was detected around 80 m depth in
2003 and 100 m depth in 2004. This behavior bears strong
similarity with the BL development in the model (Figure 3,
top). The main difference is that the freshening and the
halocline shallowing happens much more quickly in the
ARGO float. Furthermore, the minimum thickness observed
in August is not seen in the model. However, note that the
model results (Figure 3, top) have been spatially averaged
over a relatively large area (see box in Figure 2), while
Figure 3 (bottom) shows the measurements of a single
ARGO float. When model data are averaged over a smaller
box restricted to the area spanned by the ARGO float, the
spring freshening in particular is much more abrupt and
closer to the ARGO measurements (not shown). Further-
more, because the run only shows the climatological varia-
tions and the ARGO float takes measurements during a
particular year, interannual variability of salinity or temper-
ature, via advection or atmospheric forcing in particular,
could also explain part of the discrepancy. Figure 3 (bottom)
shows the time evolution and temperature and salinity over
the northwestern tropical Atlantic box in the WOA09
[Locarnini et al., 2010; Antonov et al., 2010]. As indicated
above, the spatial resolution of this data set is twice that of
the model, and the data are only available at monthly time
steps. It is thus not suited for a precise analysis of the BL
development and we only show it in order to validate the
seasonal cycle of temperature and salinity in the area.
Indeed, this panel largely confirms the climatological per-
sistence of the BL over the whole year, and the two distinct
seasonal patterns: a BL at relatively constant depth in sum-
mer, and sudden deepening and thickening in winter.
[21] The overall good agreement between the model and

observations gives confidence for using the model to more

carefully examine the development of the BL and the sub-
surface temperature inversion. In particular, it confirms that
the two seasons can be analyzed separately: the summer (and
surface warming) season, lasting from June to mid-October,
when the BL develops as a result of a deepening of DT*�02

while MLD is near constant, and the inter season, from mid-
October to early May, when both DT*�02 and MLD deepen,
the temperature inversion is much weaker and the BL is
thicker.

3.2. The Summer BL

[22] As discussed above, BLs and temperature inversions
depend upon the presence of both a salinity and temperature
stratification. The model salinity budget in the mixed layer
(Figure 4) indicates that the freshening that occurs from April
to October is primarily due to meridional advection of fresh-
water. The dominant freshwater input is thus due to the
advection from the equatorward salinity minimum sustained
by the Amazon river outflow (maximum in May–June
[UNESCO, 1996]), and the inter tropical convergence zone
(ITCZ, located around 5 to 8°N in August–September). The
Amazon outflow peaks to about 0.25 Sv in May, which con-
verts to a trend of roughly 0.75psu/month at the mouth of the
river. Observations from Xie and Arkins [1997] suggest that
local precipitation amounts to about 4mm/day in this region in
this season. This corresponds to a salinity trend of about 0.14
psu/month over a mixed layer of 30 m, which is consistent
with the model atmospheric forcing term (light blue).
[23] In summer, the mixed layer is maintained at a quasi-

constant depth (Figure 3) as a result of the competitive action
between surface freshening and warming on the one hand,
and vertical mixing due to wind stirring and vertical
entrainment on the other hand. The causes, then, of the initial
deepening of DT*�02 in June are related to the more general
question of what controls the temperature increase below the
mixed layer. Since the mixed layer temperature increases
during June, the only way DT*�02 can deepen is in case of a
faster warming below the MLD, as seen in Figure 3 between
30 m and DT*�02. The quasi-vertical isotherms visible there
in the model, and to a lesser extent in the observations, sug-
gest that the subsurface warming is due to residual vertical
turbulence that extends the mixed layer water temperature
down to below the mixed layer. However, as detailed below,
we argue the penetrative solar radiation explains the evolu-
tion of the upper thermocline stratification.
[24] In the model, the solar radiation is allowed to pene-

trate through the top few meters of the ocean, as described in
section 2. To achieve this, a formulation including extinction
coefficients is assumed for the downward irradiance I fol-
lowing Paulson and Simpson [1977]:

I zð Þ ¼ Qsr Re�zx1 þ 1� Rð Þe�zx2� � ð3Þ

where Qsr is the penetrative part of the surface heat flux, x1
and x2 are two extinction length scales and R determines the
relative contribution of the two terms. The default values
used correspond to a Type I water in the work by Jerlov
[1968] classification: x1 = 0.35 m, x2 = 23 m and R =
0.58. The contribution of this penetrative radiative flux to
the temperature tendency occurs through its vertical deriva-
tive following H = 1/(rCpdz) * (I(k) � I(k + 1)), where dz is
the thickness of layer k. Figure 5 (colors) shows this
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contribution, which was computed offline as described
above. In spring and summer, when the incoming solar flux
is maximum, the penetrative flux can reach 0.8°C/month at
the base of the MLD near 30 m and 0.5°C/month near 40 m.
The subsurface warming due precisely to the penetrative
heat flux can be quantified by the cumulative time integral of
this flux. Thin grey contours in Figure 5 show this integra-
tion beginning in early May, when the temperature at 40 m
depth is 25.9°C. The grey contours show that at 40 m depth,
the penetrative heat flux has induced a warming of 1°C
by mid-July, which is consistent with the warming of about
0.9°C seen in the model. This analysis demonstrates the
dominant role of penetrative heat flux in subsurface warm-
ing, though subsurface mixing and diffusion may compen-
sate at times.
[25] Between July and October, the penetrative flux is

around 0.6°C/month just below the MLD, which is consis-
tent with the simultaneous subsurface temperature increase
from 27.0°C to 28.6°C (colors in Figure 3 (top)). This value
exceeds the surface warming rate (less than 0.5°C/month;
Figure 4, dashed line), so that as the vertical temperature
evolves, the isotherms become more vertical and DT*�02

deepens. Meanwhile, the surface advection of low salinity
water prevents Ds from deepening, so a BL forms. Note that
the surface warming reaches a relative minimum value in
July, further strengthening the relative importance of sub-
surface warming and favoring the deepening of DT*�02. In
August, as this process persists, the isotherms bend, forming
a modest temperature inversion (Figure 3, top) that is per-
mitted by the pre-existing fresh water cap. In agreement with
findings of Vialard and Delecluse [1998] in the Pacific
warm pool, this suggests that the penetrative heat flux is
responsible for the observed North Western tropical Atlantic
BL and temperature inversion in spring and summer, when
the surface freshening maintains a shallow MLD and pre-
vents vertical mixing.
[26] Comparing the summertime dynamics of the north-

western tropical Atlantic to the summertime dynamics of the

central Atlantic and Pacific (Figure 6) confirms that it is the
specific phasing of the freshening and the maximum solar
forcing that permits the summer BL described above to form
in northwestern tropical Atlantic. In the central basins, in
contrast, the surface warming is rather accompanied by
surface salinification (Figure 6) (see also Dessier and
Donguy [1994] and Foltz and McPhaden [2008] for a pre-
cise analysis of the SSS seasonal cycle in the Atlantic). As a
result, during the summertime warming, the halocline shoals
slightly, but remains coupled to the mixed layer depth, so a
BL does not form.

3.3. The Winter BL

[27] As described above, at the beginning of winter, the
BL development in the northwestern tropical Atlantic clearly
enters a second phase (Figure 3) when it deepens and is
accompanied by a mixed layer cooling. Figure 6 shows that
this second phase occurs also at similar latitudes in the
central Pacific (Figure 6, top) and the central Atlantic
(Figure 6, bottom). In these two areas, there was no signif-
icant source of freshwater to create favorable conditions for
a BL formation in summer. Instead, a strong surface fresh-
ening occurs in early winter due to the meridional advection
of freshwater from the equator by seasonal Ekman transport,
as detailed in MBLC07. In the central Atlantic box, the
surface freshening occurs from late summer to winter
(Figure 6, bottom). In summer, surface temperature is
increasing so the freshening is not strong enough to sustain a
significant BL. The wintertime freshening, observed in both

Figure 5. Time evolution of the vertical derivative of the
solar penetrative heat flux, expressed in °C/month and aver-
aged over the BL area in the northwestern Atlantic (box in
Figure 2). For clarity, values above 1.2 °C/month and for
depths above 15m were not plotted. The thick black lines
show the depth DT*�02 (solid), the MLD (dashed) respec-
tively. White contours are temperature contours. The thin
grey lines show the temperature change (in °C) due to the
cumulative time integration of the penetrative heat flux
(colors) from early May to September (vertical thin lines).
See text for details.

Figure 6. Time evolution of temperature (colors) and salin-
ity (white contours) from the surface to 100 m depth aver-
aged in the (top) central Pacific and (bottom) central
Atlantic (see boxes in Figure 2). The thick black lines show
the DT*�02 (solid), the MLD (dashed) diagnosed from the
model data averaged over the same area. The lines marked
with crosses show the depth where salinity is changed by
0.06 psu as compared to the surface value.
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the central and northwestern Atlantic, associated with the
poleward freshwater advection (MBLC07) can induce a BL
that deepens with time. MBLC07 suggested that the BL
formation in this area is due to the different response of
density (dominated by salinity) and temperature to winter
forcing, and in particular to vertical mixing. The analysis of
the time series in Figures 3 and 6 clarifies this view: the
deepening of DT*�02 is by definition associated with the
surface temperature decrease. The deepening of the MLD is
due to convective mixing forced by the surface cooling and
salinification, as well as the intensification of vertical mixing
through an input of momentum from the winds. Again, if
salinity was vertically uniform, MLD would equal DT*�02

and neither a BL nor a temperature inversion would appear.
Here, the presence of a halocline with a downward gradient
is a sufficient condition for a slower deepening of the Ds,
and the BL develops. In the other basins, the phenomenon is
similar. A weak vertical temperature inversion (less than
0.1°C) is also associated with the BL due to the fact that the
autumn thermocline waters are protected from air-sea inter-
actions and thus cool at a slower rate than the surface waters.
Finally, note that in all cases, even though the incoming
solar radiative flux is weaker than in summer and the mixed
layer is deeper, the penetrative heat flux still has the capacity
to heat the layers below the mixed layer (Figure 5) and thus
probably helps maintain warm waters below the mixed layer.

4. A Linear Model for the BL Evolution

4.1. A Linear Equation for the BL Evolution

[28] We propose here to derive a simple prognostic equa-
tion for the BL thickness (and for the compensated layer,
CL, thickness), in order to express the tendency of these
layers to form and vanish as a function of temperature and
salinity. In the idealized case of a water column with negli-
gible subsurface heat fluxes right below the mixed layer, in
the vicinity of DT*�02, a temporal equation for DT*�02 is:

∂tDT∗�02 ¼ ∂zTð Þ�1jDT∗�02
� ∂tSST ; ð4Þ

where the vertical temperature gradient is computed at the
depth DT*�02. Equation (4) shows that, for such an adiabatic
evolution of the thermocline, and in particular with a standard
upward temperature gradient in the thermocline (∂zT < 0),
DT*�02 shoals (respectively deepens) by construction when
the SST warms up (respectively cools down). Note that this
equation holds in the presence of a subsurface temperature
inversion, as long as it is well formed and in a quasi-sta-
tionary state. Qualitatively, a relatively strong subsurface
warming, as compared to the SST warming, can result in a
deepening of the thermocline isotherms with negligible MLD
change, leading to a BL thickening. This situation occurs
particularly in the tropics in the summer season whenDT*�0.2

is closest to the surface and exposed to significant solar
penetrative radiations. Mathematically, a corresponding
second term should then be added to equation (4).
[29] Following equation (4) and similarly neglecting sub-

surface buoyancy fluxes near Ds, one can derive the fol-
lowing equation for the temporal evolution of the pycnocline
depth,

∂tDs ¼ ∂zsð Þ�1jDs
∂tSSs; ð5Þ

Where SSs refers to the sea surface density. It is then useful
to linearize the equation of state according to:

s ¼ rref �aTT þ bSSð Þ ð6Þ

with aT the thermal expansion coefficient of water (neglect-
ing its pressure dependence) and bS the haline contraction
coefficient. Inserting the linearized s in equation (5) and
using equation (1), the time evolution of BLT can be written

∂tBLT ¼ �aT∂tSST þ bS∂tSSS
�aT∂zT þ bS∂zS

� ∂tDT∗�02; ð7Þ

where the vertical derivatives are taken at the pycnocline
depth. This equation is not valid in the upper ocean where
both temperature and salinity are well mixed.
[30] We now introduce the vertical density ratio Rz =

aT ∂zT
bS∂zS

.
Rz is generally similar to Rl, the lateral density ratio [e.g.,
Rudnick and Martin, 2002], which varies significantly over
the world oceans between -10 and 10 [Chen, 1995].
[31] Using equation (7) and the vertical density ratio, and

neglecting the variations over depth of temperature and
density vertical gradients, one finally gets

∂tBLT ¼ 1

1� Rz

∂tSSS
∂zS

� ∂tSST
∂zT

� �
ð8Þ

for ∂zS and ∂zT different from zero. Equation (8) is inter-
esting because it indicates that for given vertical temperature
and salinity gradients, the BL development depends linearly
upon SSS and SST time derivatives. Note that the above
hypotheses on temperature and density subsurface fluxes
and density linearity imply that subsurface salinity fluxes are
also negligible. This last hypothesis is more robust than the
one for heat fluxes.
[32] In order to further clarify the role of salinity versus

temperature stratification in the development of a BL, one
can write a similar equation as equation (4) for DS*+DS:

∂tDS∗þDS ¼ ∂zSð Þ�1jDS∗þDS
∂tSSS: ð9Þ

Then, neglecting the vertical variation of the salinity vertical
gradient, equation (7) becomes

∂tBLT ¼ 1

1� Rz
∂tDS∗þDS � ∂tDT∗�02ð Þ ð10Þ

This equation indicates that the BL development depends on
the evolution of the distance between the top of the ther-
mocline and of the halocline respectively. Hence one can
verify that a BL tends to develop if DT*�0.2 deepens faster
than DS*+DS, since the latter will limit the deepening trend of
Ds. Figure 7 shows a sketch of the main types of idealized
stable vertical profiles of temperature and salinity below the
MLD, as in the work by Liu et al. [2009]. Note that the latter
study related these profiles to the Turner Angle, which is
closely related to Rz. Here, it is simpler to relate the profiles
directly to Rz as it is the latter that appears in equation (8).
The simplest, and most common, case of vertical stratifica-
tion in the upper ocean corresponds to an upward tempera-
ture gradient below the thermocline and a downward salinity
gradient below the halocline. In this case, Rz < 0 at the base
of the thermocline. For Rz ≪ �1, the temperature gradient
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largely dominates the salinity in terms of its effect on the
density gradient, and 1/(1 � Rz) tends toward zero and
damps BL development in equation (10). In other words, Ds
varies almost like DT*�0.2, at the expense of BL develop-
ment. For Rz close to zero and negative, the salinity gradient
now dominates the temperature one, 1/(1 � Rz) is close to
unity and BL varies in unity with changes in DS*+DS �
DT*�0.2. Such a profile corresponds mainly to weak tem-
perature and strong salinity gradients. In this case, the BL
develops essentially because DT*�0.2 deepens easily while
Ds varies almost like DS*+DS , that is little since the halocline
is strong (see equation (8)). For 0 < Rz < = 1, a temperature
inversion prevails and density is compensated by a salinity
increase. However, equations (8) and (10) do not hold since
DT*�02 is not present in such an idealized profile. Another
equation for the development of a CL should be derived, but
this is beyond the scope of the present study. Note never-
theless that the temperature decreases at greater depth and a
thick BL could be defined, as discussed by de Boyer
Montégut et al. [2007a]. For Rz > = 1, the temperature pro-
file is stable and compensated. Equation (10) functions as for
the latter regime: DT*�0.2 > DS*+DS > Ds and (1 � Rz)

�1

reach high negative values, and a small deepening of DT*�0.2

is, as expected, highly favorable to the development of a CL.
Finally, for Rz much larger than 1, profiles are not compen-
sated and the density gradient is controlled by the tempera-
ture gradient. Equation (8) says that the changes in CL tends
toward zero when Rz grows, in agreement with the lack of
compensations. We illustrate below how this equation helps
interpreting the tropical BL.

4.2. Interpretation of the Northwestern Tropical
Atlantic BLs

[33] Figure 8 shows the values of Rz averaged over the
northwestern tropical Atlantic (Figure 8, top) and in the
central Atlantic and Pacific basins (Figures 8 (middle) and
8 (bottom), respectively). As discussed earlier, equation (4)
is missing an important term of subsurface heat flux, and
thus it doesn’t explain the evolution of DT*�0.2 in summer in
the North Atlantic Warm Pool. In terms of stratification
regimes, nevertheless, Figure 8 shows that �1 ≪ Rz < 0
during this season. The BL modulating factor is then close to
unity, and equation (10) confirms that such a situation is
favorable to the development of a BL (Figure 7), whose
thickness is proportional to changes in the distance separat-
ing the top of the thermocline and halocline.
[34] In the central Pacific and Atlantic basins (Figures 8

(middle) and 8 (bottom)), on the contrary, in summer,DS*+DS

is relatively deep (see crosses in Figure 6) while DT*�0.2. is
stable or tends to shoal (solid black lines in Figure 6), due to
intense surface warming. Hence Rz is strongly negative, and
1/(1 � Rz) is close to 0. According to equation (10), this
limits BL formation. This is in agreement with the vanishing
of the BL that exists in spring prior to the surface salinity
decrease (e.g., Figure 3).
[35] In autumn, the rapid weakening of ∂T/∂z due to sur-

face cooling reduces (in absolute values) Rz, which can
eventually even become positive in case of a temperature
inversion. Even though equation (4) does not hold in that
case, one can see that the modulating factor in equation (10)
approaches 1. BLT time variation depends essentially on the

Figure 7. Schematic of the different stratification regimes described in section 4 and link to BL develop-
ment conditions. The profile graphics illustrate typical temperature (in blue), salinity (in red) profiles as a
function of Rz. Horizontal lines on the profiles sketch the DT*�02 (in blue), DS*+DS (in red) and Ds
(in green) (see text for definitions). The background graphics shows the function f = (1 � Rz)

�1, which
is the modulating factor in equations (8) and (10).
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change in distance between the tops of the halocline and the
thermocline. DT*�0.2 deepens slightly faster than DS*+DS,
and consequently the BL thickens. This holds both in the
western tropical Atlantic and in the central basins (Figure 8).

5. Conclusions

[36] We have investigated the formation mechanism of
particularly thick and long lasting BLs located in the north-
western tropical Atlantic. The particular motivation was to
understand their specific vertical thermal structure as com-
pared to BLs located at the same latitude in the central
Atlantic and in the central Pacific: subsurface temperature
maxima of up to 1°C can be found in the northwestern
tropical Atlantic. This is much more than in any other trop-
ical area of the world, and it extends over a large region.
[37] We have shown that the seasonal cycle of BLs in the

northwestern tropical Atlantic is composed of two phases. In
spring and summer, intense freshwater input from the
Amazon discharge and ITCZ precipitation induce a shallow
and strongly marked salinity stratification that limits the
deepening of the mixed layer. Meanwhile, some of the
intense solar radiative flux penetrates below the mixed layer,

inducing the development of unique subsurface temperature
maxima and BLs. We argue that in the northwestern tropical
Atlantic, the summer BL develops while the mixed layer is
maintained at constant depth and the thermocline deepens
although the surface temperature increases. In the center of
the tropical basins, no major freshwater input such as the
Amazon and the Orenoque can decouple the vertical strati-
fication of temperature and salinity during this season and
thus prevents a BL from forming during the summer.
[38] In winter, the surface temperature cools and the

salinity stratification is maintained through the poleward
transport of fresh equatorial mixed layers. The wind-induced
mixing leads to a deepening of both the MLD and DT*�02,
but because of the salinity stratification, the two deepen at
different rates and a BL is maintained in-between. This sec-
ond phase of BL development leads to a deeper and thicker
BL than during the summer phase. Similar BL development
is seen in the central Atlantic and central Pacific. In all three
areas, it is associated with a relatively warm reservoir in the
BL. The latter is much stronger in the northwestern tropical
Atlantic since it results partly from the persistence of the one
created in summer. The present analysis, which uses a con-
sistent set of temperature and salinity vertical profiles from
model outputs, gives confidence to the winter BL formation
mechanism proposed by MBLC07.
[39] These results shade light on the presence of intense

subsurface temperature maxima in the northwestern tropical
Atlantic. They are indeed due to an early (in terms of sea-
sonality) capping of surface mixing by freshwater input,
while the mixed layer is sufficiently shallow to allow sig-
nificant penetration of radiative heat flux. When the fresh-
water capping occurs in winter, as in the center of the basins,
the mixed layer is already relatively deep and the BL simply
occurs as a result of different deepening speed of MLD and
DT*�02. This mechanism is largely consistent with results
from model sensitivity experiment performed by Balaguru
[2011], who also emphasized the importance of surface
salinity in the creation of the strong vertical temperature
inversions. As indicated in the introduction, previous studies
have illustrated the climatic impact of temperature inver-
sions in the Indian and Pacific Ocean. These studies dealt
with subsurface temperature exceeding by 0.1 to 0.2°C the
surface temperature. Here, the subsurface warm reservoir
can exceed the surface temperature by almost 1°C. Its
potential impact in terms of tropical cyclone predictability
has already been suggested by Balaguru [2011]. In the
future, we wish to assess the question of potential climatic
impact of changes in seasonality and/or magnitude of the
Amazon discharge. The mechanism that we purpose here
would need to be confirmed by the other high resolution
OGCMs, including those under inter-annual forcing.
[40] We have also derived a linear prognostic model for

the BL and CL development as a function of temperature
and salinity stratifications. We have illustrated that despite
strong assumptions, it constitutes a good framework to dis-
cuss BL developments, and compare the behavior in differ-
ent basins or seasons. The numerous possible improvements
of this model, such as the inclusion of subsurface heat
fluxes, are left for future studies.

[41] Acknowledgments. We would like to thank Nicolas Martin for
help with the ARGO floats. The authors also acknowledge Christian Ethé

Figure 8. Vertical density ratio Rz =
aT∂zT
bS∂zS

averaged (top)
over the present study area and over the (middle) central
Pacific area and (bottom) central Atlantic area. Areas where
∂zS = 0 are shown in grey. As in Figure 3, the thick black
lines show the depth DT*�02 (solid) and the MLD (dashed)
diagnosed from the model data averaged over the same area.
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potential prediction skill (verification against the nudged sim-
ulation) beyond the linear trend of the order of 10 years ahead 
at the global scale, but essentially associated with non-linear 
radiative forcings, in particular from volcanoes. At regional 
scale, we obtain 1 year in the tropical band, 10 years at mid-
latitudes in the North Atlantic and North Pacific, and 5 years 
at tropical latitudes in the North Atlantic, for both sea surface 
temperature (SST) and upper-ocean heat content. Actual pre-
diction skill (verified against observational or reanalysis data) 
is overall more limited and less robust. Even so, large actual 
skill is found in the extratropical North Atlantic for SST and 
in the tropical to subtropical North Pacific for upper-ocean 
heat content. Results are analyzed with respect to the spe-
cific dynamics of the model and the way it is influenced by 
the nudging. The interplay between initialization and internal 
modes of variability is also analyzed for sea surface salinity. 
The study illustrates the importance of two key ingredients 
both necessary for the success of future coordinated decadal 
prediction exercises, a high frequency of start dates is needed 
to achieve robust statistical significance, and a large ensemble 
size is required to increase the signal to noise ratio.

Keywords Decadal variability · Oceanic predictability · 
Surface nudging

1 Introduction

Because of the potential socio-economic impacts, decadal 
climate prediction has developed as a novel topic over the 
last few years (Meehl et al. 2014) and given rise to great 
expectations. The goal of this exercise is to exploit the pre-
dictability of internally-generated climate variability together 
with that from the externally-forced component, as well as 
to enhance prediction skill by correcting the forced model 

Abstract Two decadal prediction ensembles, based on the 
same climate model (IPSL-CM5A-LR) and the same surface 
nudging initialization strategy are analyzed and compared 
with a focus on upper-ocean variables in different regions 
of the globe. One ensemble consists of 3-member hindcasts 
launched every year since 1961 while the other ensemble 
benefits from 9 members but with start dates only every 5 
years. Analysis includes anomaly correlation coefficients 
and root mean square errors computed against several rea-
nalysis and gridded observational fields, as well as against 
the nudged simulation used to produce the hindcasts initial 
conditions. The last skill measure gives an upper limit of 
the predictability horizon one can expect in the forecast sys-
tem, while the comparison with different datasets highlights 
uncertainty when assessing the actual skill. Results provide a 
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response. The 11th chapter of the Intergovernemental Panel 
on Climate Change (IPCC) fifth assessment report (Kirt-
man et al. 2013) describes the recent scientific achievements 
on this topic, but also emphasizes that several technical and 
scientific challenges remain. Although prediction skill arises 
mostly from external forcing (e.g. Doblas-Reyes et al. 2013), 
initialization of the slow components of the climate system 
has also provided added value for the first few years of the 
forecast, most notably in the North Atlantic (e.g. Hazeleger 
et al. 2013b; Corti et al. 2012; Kim et al. 2012; Oldenborgh 
et al. 2012; Swingedouw et al. 2013; García-Serrano et al. 
2014). This is at least partly due to the initialization of the 
Atlantic Meridional Overturning Circulation (AMOC), which 
shows large inertia in climate models (e.g. Persechino et al. 
2013). Over the North Pacific, some signs of improved pre-
diction skill through initialization have been found associated 
with the Pacific Decadal Oscillation (PDO), (Mantua et al. 
1997) or Interdecadal Pacific Oscillation (IPO) (Keenlyside 
et al. 2008; Meehl et al. 2010; Oldenborgh et al. 2012; Meehl 
and Teng 2012). Mochizuki et al. (2010) and Chikamoto 
et al. (2013) showed that models ability to follow the sub-
surface temperature evolution in the North Pacific increases 
thanks to initialization. Because of its potential effect on the 
atmosphere, SST has been the focus of most of these studies 
and is indeed commonly used as an indicator of the ocean’s 
state in decadal prediction assessments. Nevertheless, sub-
surface fields are somewhat shielded from weather noise and 
might thus be expected to be more predictable than the sur-
face fields (e.g. Branstator and Teng 2010), while they might 
still have the potential to affect the atmosphere on long time 
scales. Indeed, the oceanic heat content acts as a key indicator 
of climate perturbations on seasonal, interannual and longer 
time scales (e.g. Lozier et al. 2008), accounting for the total 
amount of heat variation, through storage and transport, that 
could potentially be available for the atmosphere. Using a sta-
tistical analysis of control simulations, Branstator and Teng 
(2012) showed that initialization has the potential to improve 
prediction skill of the upper 300 m temperature up to the first 
5 years in the North Pacific and 9 years in the North Atlantic.

Initialization techniques are numerous (Kirtman et al. 
2013), including assimilation of surface information only 
(e.g. Keenlyside et al. 2008; Merryfield et al. 2010; Swinge-
douw et al. 2013; Ray et al. 2015), restoring to 3-dimensional 
data (e.g. Voldoire et al. 2014; Bombardi et al. 2014), forc-
ing of the ocean model with atmospheric observations (Matei 
et al. 2012; Yeager et al. 2012) and more sophisticated alter-
natives based on fully coupled data assimilation schemes 
(Zhang 2007; Sugiura et al. 2009; Karspeck et al. 2014). It 
is yet difficult to distinguish whether one specific method 
clearly yields enhanced skill, as few studies have focused 
on comparing different techniques with a single climate 
model. Noteworthy is the study of Matei et al. (2012), who 
found that hindcast experiments starting from reconstruction 

simulations forced with the observed evolution of the atmos-
pheric state and associated heat flux over the ocean (including 
SST information although not explicitly) constitute a simple 
but skillful strategy for initialized climate predictions over 
the next decade, as compared to a 3-dimensional restoring 
towards ocean reanalysis. Bellucci et al. (2013) highlighted 
the strong differences in prediction skill obtained with fore-
cast systems using different ocean data assimilation products. 
Using perfect model approaches, Dunstone and Smith (2010) 
and Zhang et al. (2010) found, as expected, an improvement 
in skill when subsurface information is used as part of the ini-
tialization. Nevertheless, given the uncertainty in ocean rea-
nalysis below the surface (e.g. Ray et al. 2015), several stud-
ies also focused on prediction skill using only information 
from the sea surface (e.g. Keenlyside et al. 2008; Merryfield 
et al. 2010). In particular, Kumar et al. (2014) and Ray et al. 
(2015) showed that SST nudging is efficient in reconstructing 
the observed subsurface variability in the equatorial Pacific.

Given climate models usual biases notably in terms of 
mean state, another question that arises regarding the gener-
ation of initial conditions for predictions is the opportunity 
to use full field or anomaly initialization. In the first case, 
the coupled model is initialized with a state close to the 
real-world attractor and after initialization, drifts towards its 
own attractor. The second case limits this shock, but leads to 
question the link between mean state and variability. To put 
it differently, is it possible to properly reconstruct, and pre-
dict ENSO variability, for example, even if the warm pool is 
not correctly located in the model? Magnusson et al. (2012), 
Hazeleger et al. (2013a) and Smith et al. (2013) show that at 
decadal time scales, it is difficult to determine whether one 
of these two strategies is more skillful than the other.

This study aims at assessing prediction skill in the ocean 
with the IPSL-CM5A-LR climate model initialized via 
nudging towards observed SST anomalies. As described 
above, this set up lies on the side of relatively simple ini-
tialization techniques. Servonnat et al. (2014) investigated 
the performance of this technique for the reconstruction 
of subsurface variability in a perfect model configura-
tion using the same climate model. Ray et al. (2015) car-
ried similar analysis but under historical conditions and 
using observations, highlighting the current uncertainty 
in subsurface ocean variability. Swingedouw et al. (2013) 
showed the skill of the system in reproducing the Atlantic 
Meridional Overturning Circulation (AMOC) variability 
and Séférian et al. (2014) used it to demonstrate the rela-
tively long forecasting capabilities of the primary produc-
tion in the tropical Pacific as compared to SST. Here, we 
provide a more systematic investigation of ocean surface 
and subsurface predictability of the system. The model, 
experimental set-up and statistics are presented in Sect. 2. 
Global and tropical SST prediction skills are described in 
Sect. 3. Sections 4 and 5 concentrate on the prediction skill 
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in the North Atlantic and in the North Pacific respectively. 
Section 6 discusses issues on sea surface salinity (SSS). 
Conclusions are given in the final section.

2  Model and methods

2.1  The climate model

We use the Earth System Model IPSL-CM5A-LR (Dufresne 
et al. 2013), developed at the Institut Pierre Simon Laplace 
(IPSL). The atmospheric model is LMDZ5 (Hourdin et al. 
2013), with a horizontal resolution of 1.875° × 3.75° and 
39 vertical levels. The ocean model is NEMOv3.2 (Madec 
2008), in ORCA2 configuration. This non-regular grid has 
a nominal resolution of 2°, refined in the Tropics and the 
subpolar North Atlantic. The ocean grid has 31 vertical lev-
els. NEMOv3.2 also includes the sea-ice component LIM2 
(Fichefet and Maqueda 1997) and the biogeochemical mod-
ule PISCES (Aumont and Bopp 2006). The performances 
of the oceanic component in the coupled configuration are 
discussed in Mignot et al. (2013). The reader is referred to 
the special issue in Climate Dynamics (http://link.springer.
com/journal/382/40/9/) for a collection of studies describ-
ing various aspects and components of the model as well as 
its performance for climatic studies. We emphasize here the 
contribution from Persechino et al. (2013) who investigated 
the model’s potential predictability.

2.2  The decadal prediction system

The set of experiments considered here is summarized in 
Table 1. It first includes a 3-member ensemble of non-ini-
tialized historical simulations, all available on the CMIP5 
database. They use prescribed external radiative forc-
ing from the observed increase in greenhouse gases and 

aerosols concentrations, as well as the ozone changes and 
the land-use modifications. They also include estimates 
of solar irradiance and volcanic eruptions, represented as 
a decrease in the total solar irradiance. These simulations 
start from year 1850. Their initial conditions come from the 
1000-year long control simulation under preindustrial con-
ditions and are each separated by 10 years. Each of these 
simulations was integrated until end of 2005. From Janu-
ary 1st 2006, they were prolonged using external forcing 
corresponding to the RCP4.5 scenario, as described in Tay-
lor et al. (2012). This ensemble of 3 members of histori-
cal + scenario simulations will be referred to as HIST in 
the following.

The second set of experiments under consideration is a 
3-member ensemble of nudged simulations, so called as 
they include a nudging towards observed anomalous SST 
variations. Each nudged simulation (NUDG1, NUDG2 
and NUDG3 in the following) was started on January 1st 
1949 from one of the historical simulations, using strictly 
the same external forcing, and applying also a nudging, or 
restoring term. This term consists in an additional heat flux 
term Q imposed in the equation for the SST evolution and 
written as Q = −γ (SST ′

mod − SST ′

ERSST ). SST
′

mod stands for 
the modeled SST anomaly with respect to the climatologi-
cal mean computed between 1949 and 2005 in the corre-
sponding historical simulation. SST ′

ERSST are the anomalous 
SST from the Reynolds et al. (2007) dataset with respect to 
the same climatological period. We use a restoring coeffi-
cient γ of 40Wm−2K−1, corresponding to a relaxing time-
scale of around 60 days over a mixed layer of 50 m depth. 
This rather weak value as compared to previous studies 
using surface nudging (Keenlyside et al. 2008; Dunstone 
and Smith 2010; Luo et al. 2005) typically represents the 
amplitude of air-sea thermal coupling (e.g. Frankignoul 
and Kestenare 2002) and was justified in previous papers 
(Swingedouw et al. 2013; Servonnat et al. 2014; Ray et al. 

Table 1  Table summarizing the hind cast simulations used in this 
study. We specify in particular the initialization strategy, the number 
of members of the ensemble, the start dates frequency, the length (in 

years) of each hindcasts. The final columns gives some additional 
remarks for clarity

Initialization strategy Ens. size Start dates Length  
(years)

Name Remark

Non-initialized  3  Yearly (1961–2013) 10  HIST Independent long-term historical simulations

HIST1, HIST2, HIST3

Continuous surface  
nudging

 3  Yearly (1961–2013)  10 NUDG Independent long-term nudged simulations

NUDG1, NUDG2, NUDG3

Surface nudging 3 Every 5 years (1961–2006) 10 DEC1 Launched from NUDG1

Surface nudging 3 Every 5 years (1961–2006) 10 DEC2 Launched from NUDG2

surface nudging 3 Yearly (1961–2013) 10 DEC3 Launched from NUDG3

Surface nudging 9 Every 5 years (1961–2006) 10 DEC9 From DEC1 + DEC2 + DEC3



J. Mignot et al.

1 3

2015). Efficiency of this nudging strategy in reconstruct-
ing subsurface variability is more specifically studied in 
Ray et al. (2015), and the reader is referred to Swinge-
douw et al. (2013) for a focus on the AMOC. Servonnat 
et al. (2014) investigate several aspects of surface nudging 
in a perfect model context. Note also that as indicated in 
the previous references, nudging is not applied when and 
where the model sea-ice cover exceeds 50 %.

A set of 3-member ensembles of runs at least 10 years 
long where the restoring constraint is no longer applied 
(while the external forcing from historical and scenario 
simulations is used) was then launched from each nudged 
simulation. These simulations make up our retrospective 
forecasts, or hindcasts. For NUDG1 and NUDG2, hind-
casts were launched on January 1st 1961 and every 5 
years afterwards until January 1st 2006, as recommended 
in the CMIP5 protocol (Taylor et al. 2012). These two 
sets of hindcasts, named DEC1 and DEC2 in the follow-
ing, were both submitted to the CMIP5 near term data-
base (e.g. García-Serrano et al. 2014). Hindcasts starting 
from NUDG3 were launched every year from January 1st 
1961 until January 1st 2013. These series of hindcasts, 
named DEC3, was not submitted to the ESG, but is now 
part of the multi-model decadal forecast exchange project 
(http://www.metoffice.gov.uk/research/climate/seasonal-
to-decadal/long-range/decadal-multimodel; Smith et al. 
2012). For all ensembles, initial conditions of the individ-
ual members were obtained by applying at the first time 
step a perturbation to the SST field seen by the atmos-
pheric component, chosen randomly at each grid point 
between −0.05 and 0.05 °C. Note that, strictly speaking, 
each group of 3 members in DEC9 also differ in terms of 
oceanic perturbation, since they originate from a different 
coupled simulation. Analysis of the impact of such differ-
ences in initial perturbations is beyond the scope of this 
paper and is not likely to have a strong effect (Du et al. 
2012). Note also that as in other CMIP5-type hindcasts, 
external forcing is exactly the same as in historical and 
nudged simulations. This forcing thus includes volcanic 
eruptions, even though this forcing would in reality not be 
available at the start date of the forecast in an operational 
context.

In the following, we evaluate the forecasting skill of 
the system using two ensembles of initialized hindcasts: 
the ensemble DEC3, on the one hand, consisting of 3 
members launched every year, and the ensemble named 
DEC9, on the other hand, resulting from the merging of 
DEC1, DEC2 and a subsample of DEC3, which consists 
thus in a 9-member ensemble of hindcasts launched every 
5 years from January 1st 1961 to January 1st 2006. On 
top of these, we consider the ensemble of HIST simula-
tions as a benchmark for multiyear prediction skill with-
out initialization.

2.3  Verification datasets

In order to validate the prediction skill of the system, five 
different datasets are used. First, we consider ERSST, the 
SST field from Reynolds et al. (2007), which was used 
for the nudging. Performances are expected to be highest 
with this reference dataset, which, for our purposes, cov-
ers the period (1961–2013). This dataset is represented 
with the dark blue color in the figures. The HadISST data-
set (Rayner 2003) taken as an alternate verification dataset 
gave very similar results as ERSST and is thus not shown. 
Secondly, we consider two ocean reanalyses, namely 
ORAS4 (Balmaseda et al. 2013, color code orange in the 
figure), available until 2011, and SODA2.2.4 (SODA here-
after, color code cyan in the figures) (Ja and Giese 2008; 
Giese and Ray 2011; Ray and Giese 2012), available until 
2005. As described in Ray et al. (2015), for example, these 
two reanalyses are based on different ocean models, with 
different resolutions, different forcing datasets and differ-
ent assimilation schemes, which may lead to substantial 
differences. They yield a consistent (significantly corre-
lated at the 90 % confidence level) reconstruction of the 
oceanic variability mainly down to 200 m (Ray et al. 2015). 
We use them both in order to assess the prediction skill of 
the system but taking into account the uncertainty in data, 
in particular for ocean variables hard to constrain such as 
the AMOC. For the AMOC, we also consider the recon-
struction proposed by Latif et al. (2006), using a dipole of 
SST between the Northern and Southern Atlantic (featured 
in yellow in the figures). Finally, for the subsurface tem-
perature, integrated ocean heat content and for the salinity, 
we also use the EN3 set of objectively analyzed tempera-
ture and salinity profiles (color code purple) proposed by 
Ingleby and Huddleston (2007). This product is not opti-
mized for SST, as it does not integrate specific surface data. 
All these datasets will be collectively referred to as DATA 
from now on in the text. Note however that these data sets 
are always considered individually in all computations, and 
not averaged out. Furthermore, for clarity of the figures, the 
ACC and RMSE skill scores computed for the HIST simu-
lations with respect to each of these data sets are not identi-
fied individually with specific colors.

2.4  Data processing

As discussed for example in Oldenborgh et al. (2012), 
a large part of the skill in decadal temperature forecasts 
is due to the trend. In order to study the predictability of 
the variability around the trend, it is important to remove 
the effect of the trend as cleanly as possible. A good defi-
nition of the trend is nevertheless difficult to obtain, given 
the non-linearity of the forcing (see discussion in García-
Serrano et al. 2014). Furthermore, estimates of local trends 
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are subject to large sampling variability because of the 
lower signal to noise ratio for smaller spatial scales. There-
fore, we focus here on spatial averages over relatively large 
domains (typically, the North Atlantic Ocean between 30° 
and 60°N) in order to maximize the signal to noise ratio 
(Goddard et al. 2012).

The treatment of data is then done as follows. Firstly, all 
ensemble sets (HIST, NUDG3, DEC and DATA) are organ-
ized mimicking the hindcasts outputs, that is as a function 
of start dates (from 1961 to 2013 or 2006 depending on the 
DEC system under consideration) and lead times (from 1 
to 10 years). Secondly, anomalies are computed. The refer-
ence period is estimated as the overlapping period between 
the observational records and the hindcasts, i.e. (1961–
2005) if the SODA reanalysis is included. Results were 
also tested against the use of a longer reference period, 
namely 1961–2011. This implies excluding the SODA 
reanalysis, but main results were unchanged. We then con-
sider, for each dataset, anomalies with respect to the linear 
trend. This trend is estimated separately for each forecast 
time over the reference period. The simulated trend is com-
puted separately for each individual member and the same 
methodology is applied both for DEC3 and DEC9. Obser-
vational trend is also considered as forecast-time depend-
ent. Note that this procedure includes a correction of a bias 
in the mean state as well as of the linear response to exter-
nal forcings. We assume that the residual signal represents 
the unforced variability, but we know that this is just an 
assumption as the external forcing is not linear. Note that 
the IPSL-CM5A-LR coupled model has a climate sensitiv-
ity of 3.9 K for a doubling of CO2 (Dufresne et al. 2013), 
which places it at the 4th out of 11 models of the CMIP5 
ranked per decreasing climate sensitivity (Vial et al. 2013) 
and is stronger than the newest estimates of climate sensi-
tivity around 3 K (Collins et al. 2014).

To ensure having the same number of verification years 
at each forecast time in DEC3, we consider the verification 
period (1966–2005) when the SODA dataset is included. 
Following the 4-year average approach this implies that 
the common verification period spans from 1966/1969 to 
2002/2005,with a total of 37 values per forecast lead time. 
Results are also tested against the common verification 
period 1966/1969 to 2008/2011, when SODA is excluded. 
Except if discussed in the text, results are generally simi-
lar. Note that the use of such common verification frame-
work yields the same number of degrees of freedom for 
all lead times for a single time series (e.g. García-Serrano 
et al. 2012); this enables a consistent comparison of fore-
cast skills at different lead times. Furthermore, given that 
the non-initialized simulations are in fact a re-organization 
of the outputs from three long-term simulations (HIST1, 
HIST2, HIST3), the time series constructed for the differ-
ent lead times are identical and thus the statistical metrics 

are constant. The same applies to the DATA time series fol-
lowing this approach. Note furthermore that this common 
verification framework was not used for DEC9 due to the 
few start dates available.

2.5  Forecast quality assessment

Multi-annual prediction skill is measured in terms of 
anomaly correlation coefficients (ACC) and root mean 
square errors (RMSE). ACC and RMSE are calculated 
based on the ensemble mean of the hindcasts. Both meas-
ures are computed for DEC and HIST respectively, against 
DATA, and for each lead time. Significance of the correla-
tion is tested with a one-sided Student t test at the 90 % 
confidence level. The number of degrees of freedom takes 
into account the autocorrelation of each time series, as 
suggested in Bretherton et al. (1999). We also test the sig-
nificance of the ACC difference between HIST and DEC. 
The purpose of this additional test is to evaluate the added-
value of initialization for the prediction skill. Significance 
of the difference between the RMSE of initialized (DEC) 
versus non-initialized (HIST) ensembles is evaluated using 
a Fisher test. Note that a fair estimation of the continuous 
ranked probability score (Ferro 2014) was found to yield 
very similar conclusions as the RMSE. Given that the 
evaluation of probability distribution might be problematic 
in DEC9 which only counts 8 realizations, we decided to 
show only RMSE here.

All ACC and RMSE are also computed against the 
NUDG3 (simply named NUDG in the following) outputs, 
and significance is tested similarly. The point of evaluating 
prediction skill against both DATA and NUDG is to com-
pare actual and potential predictability, respectively. Such 
assessment is particularly relevant when initial conditions 
have been constructed through nudging rather than directly 
taken from an independent dataset. In this case, indeed, the 
correlation and RMSE of hindcasts with respect to NUDG 
is expected to be higher than computed against DATA, as 
NUDG contains effectively the initial conditions from 
which the hindcasts were launched, and these can then be 
substantially different from the data (e.g. Ray et al. 2015). 
The forecasting skill against NUDG gives an idea of the 
upper limit of possible skill in the system, while the one 
computed against DATA measures the actual skill against 
a particular reconstruction of reality. The potential predic-
tion skill defined here is inspired from Boer et al. (2013) 
but not fully equivalent: for Boer et al. (2013) potential 
forecast skill is analogous to actual forecast skill, but with 
the divergence of the forecast from the observed evolution 
being replaced by a measure of the divergence of model 
results from each other. Here, we rather use a different ref-
erence, namely the NUDG simulation. Note also that only 
one nudged simulation is used, and not the average of the 
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three. Indeed, the nudging only has a limited impact on the 
ocean subsurface, so that the three nudged simulations do 
slightly differ after a certain depth (Ray et al. 2015). As 
a result, averaging the three nudged simulations in these 
regions would risk to blur the reconstructed variability at 
depth. Note however that it would not change the results 
regarding the SST prediction skill.

We also compare the skill of the forecasts with the per-
formance of a first order auto-regressive model (e.g. Ho 
et al. 2012). Initial conditions are taken from the last year 
before the beginning of the hindcasts, that is the last year 
with supposedly known conditions. The time constant 
involved in the auto-regressive model is estimated from the 
fit of the autocorrelation function of the considered time 
series taken in the long-term control run by a decreasing 
exponential (e.g. Mignot and Frankignoul 2003).

Finally, while the metrics presented above focus on the 
ensemble mean, it is also important to consider the disper-
sion of the hindcasts around this mean, in order to estimate 
their reliability. A forecast system is considered as reliable 
when the forecast probabilities of a certain variable match 
the observed ones. These questions have been extensively 
tackled for seasonal forecasts (e.g. Weisheimer et al. 2011; 
Batté and Déqué 2012), and much less for the decadal pre-
dictions (Corti et al. 2012; Ho et al. 2013). Here, since our 
analysis only uses one prediction system, the error primarily 
comes from uncertainty in initial conditions. In this respect, 
the spread of the set of predictions can be used as a measure 
of the prediction error. This ensemble spread is compared to 
the RMSE of the forecast ensembles with respect to DATA 
or NUDG. For a prediction to be reliable, or trustworthy, 
the time-mean ensemble spread about the ensemble mean 
should equal the time-mean RMSE of the ensemble mean 
forecast. The system is said overdispersed if the spread sig-
nificantly exceeds the RMSE. In this case, the probabilis-
tic forecasts are unreliable as the individual forecasts may 
produce too different results. On the contrary, if the spread 
is significantly smaller than the RMSE (system underdisper-
sive), especially at short forecast ranges, it may indicate that 
the initial perturbation of the probabilistic forecast is too 
weak to realistically sample the uncertainty of the system. 
The system can then be characterized as overconfident, and 
it is in any case also poorly reliable. Note nevertheless that 
caution is required when assessing the reliability in DEC3, 
given the very low number of members.

3  Global and tropical SST prediction skill

3.1  Global SST prediction skill

Figure 1a shows the time series of detrended global-mean 
SST anomalies averaged over the forecast years 2–5 in the 

DEC3 ensemble mean and the corresponding non-initial-
ized hindcasts HIST. Outputs from the NUDG simulation 
and ERSST are also shown. These time series highlight the 
decadal climate variability at global scale and the cooling 
signatures of the major volcanoes which have erupted over 
the last 50 years: Mt Agung in 1963, El Chichon in 1982 
and Mt Pinatubo in 1991. Because of the strong negative 
radiative forcing of these volcanic eruptions, ACC of the 
hindcasts with both NUDG and the DATA is not signifi-
cantly different from that obtained with the non-initialized 
hindcasts (Fig. 1b). The global mean SST indeed primar-
ily responds to external forcing, and this figure illustrates 
the weak added value of initialization for predicting this 
climate quantity over the period considered here (which 
includes rather strong volcanic eruptions). Consistently 
with Mehta et al. (2013), volcanic eruptions are one of the 
important sources of decadal prediction skill for global 
SST. When computed against NUDG and ERSST (the 
dataset used for the nudging) ACC remains significant at 
all lead times. SODA and more clearly ORAS4 yield lower 
scores. This illustrates the uncertainty in available datasets, 
and how it hampers hindcast verification. Note that the AR1 
predictive method started from DEC3 and computed with 
respect to NUDG is not skillful. This is consistent with an 
important role of external forcing, which may appear after 
the date when the hindcast was launched.

Figure 1e further illustrates the influence of non-linear 
external forcing in the DEC9 predictive system. Because 
hindcasts are launched every 5 years only in this set, 
their specific timing with respect to the volcanic erup-
tions listed above is very important. More precisely, one 
should note that the start dates used in DEC9 (following 
the CMIP5 protocol) are in phase or slightly leading the 
eruptions. As a result, for the forecast range 2–5 years for 
example, two start dates (1982–1985 and 1992–1995) are 
very strongly influenced by the eruptions [since the radia-
tive impact typically lasts 3 years, (e.g. Robock 2000)]. 
This highly contrasts with the forecast range 4–7 years, 
which is, for each start date, only impacted by the last 
year of the volcanic radiative effect [see also Fig. 10 in 
Germe et al. (2014)]. As a result, the main source of pre-
dictability for global SST is partly lost for the forecast 
range 4–7 years and the correlation skill drops. Impact 
of the main volcanic eruptions in the last 60 years falls 
again in the time window of the predictions at lead times 
6–9 years, thereby contributing to enhance the correlation 
skill again. Such specific sampling issue does not occur in 
DEC3 (Fig. 1b). A subsampling analysis of the start date 
frequency in DEC3 confirms that the drop of skill from 
forecast ranges 3–6 years until 5–8 years, followed by a 
recovery at the forecast range 6–9 years essentially comes 
from the specific choice of start dates every 5 years start-
ing from 1961 (Fig. 2).
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Fig. 1  a and d Time series of the detrended ensemble mean forecast 
anomalies averaged over the forecast years 2–5 [green, DEC3 (a), 
DEC9 (b)] and the accompanying non-initialized (grey) experiments 
of the global-mean sea surface temperature (SST). The green and grey 
shadings respectively show the spread of the forecasts. The red line 
shows the time series from the nudged experiment. The observational 
time series from the ERSST dataset are represented with dark blue verti-
cal bars, where a 4-year running mean has been applied for consistency 
with the time averaging of the predictions. The time axis corresponds to 
the first year of the forecast period (i.e. year 2 of each forecast). b and 
e Correlation of the ensemble mean with the NUDG reference (thick 
red and grey lines respectively, for the DEC and HIST forecast ensem-
bles), along the forecast time for 4-year averages. The figure also shows 
the correlation of DEC with ERSST (dark blue), ORAS4 (orange) and 
SODA (light blue) in thin lines, together with their counterparts for the 

HIST ensemble (grey thin lines’, different data sets not identified with 
colors). Significant correlations according to a one-sided 90 % confi-
dence level with a t-distribution are represented with a circle, non sig-
nificant ones with a cross. The number of degrees of freedom has been 
computed taking into account the autocorrelation of the time series, 
which are different for each forecast time. A filled circle indicates sig-
nificant correlations but not passing a two-sided t test for the differences 
between the DEC and HIST correlations. c and f RMSE of the ensem-
ble mean along the forecast time for 4-year forecast averages are plotted 
with solid lines. Circles are used where the DEC skill is significantly 
better than the HIST skill with 90 % confidence using a two-sided 
F test. Dashed lines represent the ensemble spread estimated as the 
standard deviation of the anomalies around the multi-model ensemble 
mean. Green line is for the spread of the initialized hindcasts [DEC3 (c), 
DEC9 (e)], grey dashed lines for the non-initialized ones
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Fig. 2  a Potential ACC skill score of global mean SST with start 
dates taken with an interval of 1–5 years from 1961 to 2005 in DEC3. 
Grey lines show the corresponding skill for the HIST ensemble. b as 
a for the RMSE. c and d Same as a and b for the skill scores com-

puted against ORAS4. Hindcasts launched between 1961 and 2005 
were used here, but anomalies were not computed against a common 
verification period since this would be too restrictive for the longest 
start date intervals (see Sect. 2.4 for details)
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Benefits of the system’s initialization in bringing 
together the different members are yet visible from the 
fact that the spread of the initialized hindcasts is initially 
smaller than for non-initialized hindcasts (Fig 1c). After-
wards, it increases with forecast time, towards the level 
of the non-initialized hindcasts spread, illustrating the 
decreased influence of initialization with forecast time. 
Eventually, the spread of DEC3 is even slightly larger 
than that of HIST. Note however that differences are 
not significant. The spread of HIST hindcasts is slightly 
lower than the RMSE with respect to the NUDG simula-
tion, suggesting that the potential non-initialized forecast 
system is overconfident (underdispersive). This feature 
is worse for the initialized system (Fig. 1c). This lack of 
reliability is reduced in the DEC9 system (Fig. 1f) for 
which the RMSE is reduced. We recall that DEC9 differs 
from DEC3 in terms of start dates frequency and ensem-
ble size. Figure 2 shows that the reduction of the RMSE 
in DEC9 does not arise from a decrease in the start date 
frequency. It is thus due to the increase in the number of 
members which indeed is expected to yield a better esti-
mate of RMSE through a more accurate estimation of the 
ensemble mean. Nevertheless, Fig. 2 also shows that a 

reduction of the start date frequency yields more noisy 
and therefore less robust statistics, which can lead to spu-
rious results. The RMSE of DEC3 is larger than that of 
HIST, whatever the reference set (Fig. 1c). This feature is 
reduced in DEC9, probably as a result of the better esti-
mation of the RMSE. Still, this result is relatively sur-
prising, given the expected added value from initializa-
tion to correct part of the errors in the unforced model 
response and put the model in phase with the unforced 
variability, thereby decreasing the RMSE similarly for 
DEC3 and DEC9. These differences are nevertheless not 
significant, and this feature disappears for other regions 
investigated below.

Figure 3 shows the potential ACC skill score of the 
HIST and DEC3 ensembles computed grid-pointwise for 
detrended SST for the lead times 1, 2–5 and 6–9 years. The 
added-value of initialization for the first lead time is clearly 
illustrated on the top panel: for a lead time of 1 year, SST 
is skillfully predicted over all oceanic regions in the initial-
ized hindcasts. For longer lead times, fewer regions remain 
skillfully predicted in the initialized runs. The subpolar 
North Atlantic, the extratropical North Pacific, the north-
ern Indian Ocean and the western tropical Pacific, as well 

Fig. 3  Ensemble mean ACC of detrended SST in the HIST (left) and DEC3 (right) hindcasts against the NUDG simulation, for a lead time of 1 
year (top), 2–5 years (middle) and 6–9 years (bottom). Non-significant correlations at the 90 % confidence level are marked with black dots
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as localized areas of the Southern Ocean stand out. In the 
CCSM4 experimental decadal prediction system, Karspeck 
et al. (2014) found that the subpolar North Atlantic was the 
only region where the initialized predictions outperform the 
non-initialized ones. The maps shown here are a bit more 
encouraging, but they only show potential skill. Note that 
the maps computed against ERSST rather than NUDG are 
very similar (not shown). In the following, we focus on 
specific regions and discuss both the potential and actual 
prediction skill, including uncertainty arising from obser-
vational datasets.

3.2  Tropical SST prediction skill

In the tropical band, forecasting skill is investigated using 
individual forecast years, instead of multi-year averages. 
Both potential and actual SST predictions are skillful 
for the first lead time only (Fig. 4b). The non-initialized 
ensemble, on the other hand, is never significantly skillful 
(ACC is always negative), indicating that the prediction 
skill at 1 year lead time has been enabled by the initializa-
tion of the coupled model. For this first lead time, RMSE of 
DEC3 is smaller (but not significantly) than that of HIST, 
further highlighting the impact of initialization. This effect 
is lost for longer forecast ranges, with the spread of DEC3 
reaching the level of HIST. All statistics (both actual and 
potential) thus nicely highlight a prediction skill of 1 year 
over the tropical band, thanks to the better initial condi-
tions, an effect that is lost afterwards. Actual and potential 

ACC skills also loose significance after the first lead time, 
but the decrease is more gradual in DEC9, this may be due 
to sampling effects. Furthermore, DEC9 is roughly reliable 
for the first two lead times. As above, a subsampling analy-
sis of the start dates frequency in DEC3 shows that these 
improvements of DEC9 performances over DEC3 comes 
from the increase in the number of members (not shown). 
However, for lead times longer than 3 years, the evolution 
of skills with the lead time in DEC9 is, again, very noisy. 
This ACC recovery at lead time 7 years in DEC9 (Fig. 4e) 
gives another illustration of possible spurious predictions 
and conclusions when too few start dates are used. Another 
sampling impact is noticeable in the RMSE of DEC9 with 
two peaks at lead time 4 and 9 years, separated by the start 
date frequency of 5 years (Fig. 4f).

Further analysis shows that skill at lead time 1 is also 
found when considering the tropical Atlantic or the tropical 
Pacific separately (Fig. 3 right). In the tropical Pacific, the 
skill of year 1 in this region is consistent with the literature: 
in theory, ENSO is believed to be predictable on the order 
of 1 or 2 years in advance because of the self-sustained 
nature of the tropical Pacific coupled ocean-atmosphere 
system (e.g. Neelin et al. 1998). In practice, however, this 
predictability is reduced because of the influence of sto-
chastic atmospheric forcings, such as surface wind bursts 
in the western equatorial Pacific (e.g. Kleeman and Moore 
1997; Perigaud and Cassou 2000; Fedorov et al. 2003). 
Thus, ENSO predictability is usually limited to a few 
months, reaching 2 years only in some specific studies (Luo 

Fig. 4  Same as Fig. 1 for 
SST averaged over the region 
(20°S–20°N). In the upper pan-
els, HIST and DEC time series 
are considered for a lead time of 
1 year. In the middle and bottom 
panels, note that the forecast 
ranges are not 4-year averaged
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et al. 2008; Volpi et al. 2013). This general result seems to 
hold for our specific forecast system.

4  Prediction skill in the North Atlantic Ocean

As indicated above, the North Atlantic Ocean is often found 
to be the most predictable region of the world’s ocean when 
compared to non-initialized predictions (e.g. Hazeleger 
et al. 2013b; Corti et al. 2012; Kim et al. 2012; Oldenborgh 
et al. 2012; Doblas-Reyes et al. 2013). We focus first on 
the North Atlantic variability, by looking at the linearly 
detrended SST average over the Atlantic region (0°–60°N) 
(Fig. 5). Note that this index slightly differs from the canon-
ical definition of Atlantic Multidecadal Oscillation (AMO, 
e.g Sutton and Hodson 2005) as it is not low pass filtered. It 
is only computed using a 4-year running mean, as forecast 
ranges of 4 years are considered. It is used here to char-
acterize the Atlantic Multidecadal Variability (AMV). The 
variability in HIST is strongly dominated by the model’s 
bidecadal variability described in Escudier et al. (2013) 
and Ortega et al. (2015b). This internal variability is partly 
phased by external forcings, as shown in Swingedouw et al. 
(2013, 2015). However, according to these studies, the Mt 
Agung eruption (1963) induces a phasing of the AMOC 
(see below) only 15 years later and thus of the North Atlan-
tic SSTs after about 20 years, i.e. from the mid-1980s. This 

phasing can indeed be seen around the end of the period in 
Fig. 5a and is confirmed by a positive correlation between 
the North Atlantic SST from HIST and from ERSST for the 
period [1987–2005] (not shown). Before this, the variabil-
ity in HIST is strong and completely un-phased with data.

Both potential and actual prediction skill are signifi-
cant for all forecast ranges for DEC3, contrary to HIST 
(Fig. 5b). The statistical prediction based on an AR1 pro-
cess is also significantly correlated with the NUDG, but 
only for the forecast range 1–4 years, which is consistent 
with previous findings showing that dynamical predictions 
out-perform statistical predictions based on persistence 
over large parts of North Atlantic for longer lead times 
(e.g. Ho et al. 2012). This suggests that the additional skill 
potentially coming from ocean dynamics, beyond the ther-
mal inertia, is noticeable after about 1–4 years ahead (e.g. 
Matei et al. 2012). We also note that ACC computed against 
NUDG is generally slightly higher than the ones computed 
against DATA, in particular for shortest forecast ranges, 
and it shows a skill decrease with forecast time. The deg-
radation in the North Atlantic SST multi-year skill is even 
more clearly seen in DEC9, and it has also been found in 
recent studies using start dates every 5 years, in particu-
lar with the ENSEMBLES decadal re-forecasts ensemble 
(Oldenborgh et al. 2012; García-Serrano and Doblas-Reyes 
2012) and the CMIP5 ensemble (Kim et al. 2012). This is 
less obvious from yearly start dates, but it was reported in 

Fig. 5  Same as Fig. 1 for 
SST averaged over the region 
(0°–60°N) in the Atlantic
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the DePreSys system by García-Serrano et al. (2012). In 
DEC9, significance of actual skill is lost at forecast ranges 
longer than 4–7 years.

As for ACC (Fig. 5b), RMSE of the initialized hindcasts 
(with respect to the NUDG simulation) is significantly 
smaller than for the non-initialized ones for all forecast 
ranges (Fig. 5c). The difference is no longer significant 
when RMSE is computed against all other datasets, except 
for ORAS4. This can indicate a weak impact of initiali-
zation or a weak signal to noise ratio. In DEC9, RMSE 
is reduced as compared to DEC3, but given the reduced 
degrees of freedom, it is not significantly different from 
that of HIST, even when assessed against NUDG (Fig. 5f). 
Furthermore, as above, while DEC3 is strongly overconfi-
dent (underdispersive), DEC9 is a more reliable prediction 
system thanks to the increased number of members.

Figure 6 compares the prediction skill of SST anoma-
lies in the North Atlantic midlatitude (30°–60°N) and 
low-latitude (0°–30°N) regions respectively. As for the 
total North Atlantic SST variability, correlation with the 
NUDG simulation is significant at all lead times for the 
extratropical North Atlantic, both in DEC3 (Fig. 6b) and 
in DEC9 (not shown). Furthermore, the correlation skill 
score with NUDG is almost constant for all forecast ranges, 
as in Fig. 5. On the contrary, for the low-latitude part, the 
potential skill score is significant and significantly differ-
ent from non-initialized hindcasts only until the forecast 
range 2–5 to 3–6 years in DEC3 (Fig. 6d and in DEC9, 
not shown). As discussed in García-Serrano et al. (2012), 
this finding illustrates that the added-value from initializa-
tion in the AMV skill during the second half of the hindcast 
is likely dominated by midlatitudes in the SST area aver-
age. The skill of the AR1 model is also very different in 
the two regions: while it is pretty skillful at midlatitudes, 
it does not provide any skillful information at lower lati-
tudes. This suggests that the long prediction skill at mid-
latitudes is linked to the long persistence of SST anomalies. 
It is consistent with the observed autocorrelation functions 
shown for the two regions in García-Serrano et al. (2012). 
This difference between low and mid-latitudes skill as a 
function for short and long forecast ranges can be carried 
over to actual prediction skill in DEC3, although details in 
the significance of ACC depend on the dataset and forecast 
range that is considered for verification. On the contrary, 
ACC significance decays with forecast time at lower lati-
tudes. The picture is consistent but more noisy in DEC9, in 
particular in the northern region (not shown).

Figure 7a, b shows the correlation maps of the observed 
SST averaged over the northern Atlantic (0°–60°N) with 
SST anomalies in observations and NUDG. All time series 
have been averaged over four consecutive years prior to 
computing the correlation. These maps compare the rep-
resentation of the observed variability averaged over the 

North Atlantic in the nudged simulation and in the observa-
tions. The patterns are both well significant over the whole 
North Atlantic, except primarily along the Gulf Stream 
path, similarly to what is found in other studies (e.g. Marini 
2013). The pattern in the bottom panel (Fig. 7c) is differ-
ent with observations and NUDG: in the non-initialized 
simulations (HIST), correlation against the AMV vari-
ability is only significant equatorward of 15°N and in the 
western subtropical part of the North Atlantic. This sug-
gests that SST variability in the extratropical North Atlan-
tic mainly relies on the internal variability rather than the 
response to radiative forcing Comparing Fig. 7b, c shows 
the nudging efficiency to bring North Atlantic variability 
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Fig. 6  Same as Fig. 1a, b for SST averaged over the mid latitudes 
(30°–60°N) (a and b) and low latitude (0°–30°N) (c and d) in the 
Atlantic
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close to observations. Nevertheless, at subpolar latitudes, 
the NUDG pattern shows non significant areas, unlike what 
is found in ERSST (Fig. 7a, b). These areas are quite small, 
but they indicate that locally, the nudging is not always 
sufficiently strong with respect to the model’s deficiencies 
and internal variability to constrain the SST anomalies. As 
previous studies have suggested that this area is crucial 
for predictability in the north and tropical Atlantic (e.g. 
Dunstone et al. 2011), this may explain the lack of actual 
predictability in our model. Specific reasons for this poor 
constraining of SST in this region is probably linked to the 
strong internal variability of this area in the model Escud-
ier et al. (2013), Ortega et al. (2015a) and/or a particular 
sensitivity to external radiative forcing as in other CMIP5 
models (e.g. García-Serrano et al. 2014). The correla-
tion of the predicted SST at forecast range 2–5 years with 
the observed North Atlantic variability (Fig. 7d) largely 
resembles the one found for HIST (panel c): it is hardly 
significant in the extratropical North Atlantic and the sig-
nificant domain extends only slightly poleward as com-
pared to HIST. In other words, the nudging works correctly 
in the North Atlantic but it yields a gain of predictability 
only between 15° and 30°N in the North Atlantic. It does 
not constrain sufficiently the subpolar SSTs. At the fore-
cast range 6–9 years (Fig. 7e), though, areas of significant 

correlation in the northern and eastern subpolar Atlantic 
emerge. This is consistent with enhanced actual predictabil-
ity seen in Fig. 6b. This cannot be due to external forcing in 
the model, as the structure in HIST is very different. Oce-
anic dynamics is a plausible explanation, as it may bring 
the DEC structure closer to the one of NUDG in spite of a 
lack of predictability in the subpolar North Atlantic. Pre-
dictability gained thanks to oceanic dynamics in the North 
Atlantic has already been invoked by previous studies (e.g. 
Matei et al. 2012). Another candidate is the effect of the 
initialization in correcting the model’s response to external 
forcing, identified as one of the premises of decadal climate 
prediction (Meehl et al. 2014), and its persistence along the 
hindcast period (Fig. 6b). In IPSL-CM5-LR probably both 
effects are at play.

Given the impact of the AMOC on the North Atlantic 
temperatures (e.g. Knight et al. 2005), we also attempt to 
evaluate its prediction skill. The major limitation for this 
assessment is the poor consistency of reanalyses in terms 
of AMOC variability (Reichler et al. 2012; Pohlmann et al. 
2013). As an illustration, the time series of the maximum 
of the AMOC at 48°N from the ORAS4 and SODA rea-
nalyses have a correlation coefficient of 0.24 over the com-
mon period (1961–2012), and 0.25 at 26°N. Both values 
are significant at the 90 % level (1-sided) but explain only 

Fig. 7  Correlation of observed 
ERSST time series averaged 
between 0° and 60°N in the 
Atlantic against the SST field 
in a ERSST, b–c NUDG and 
HIST respectively, d, e DEC3 
at forecast range 2–5 and 6–9 
years respectively. All SST 
fields are linearly detrended 
and considered as averages 
over 4 consecutive years. Non-
significant correlations at the 
90 % level are marked with the 
black dots
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Fig. 8  Same as Fig. 1 for the AMOC maximum at 48°N verified 
against ORAS4 (a1) and SODA (a2). The yellow line on panel b and 
c shows the skill scores (ACC and RMSE) of the AMOC computed 
against the reconstruction proposed by Latif et al. (2006), using a 
dipole of SST between the Northern and Southern Atlantic
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Fig. 9  Same as Fig. 1 for the oceanic heat content integrated down 
to 300 m and averaged over the North Atlantic sub polar region (30°–
60°N). The purple bars in panel (a) and purple lines in panel (b) and 
(c) correspond to the heat content computed from the EN3 dataset

6% of the covariance. Correlation for the absolute maxi-
mum in latitude is close to 0. Swingedouw et al. (2015) 
have evidenced the influence of the volcanic forcing on 
the timing of bi-decadal variability in the North Atlantic in 
data and simulations. In particular, volcanic eruptions were 
found to induce an acceleration of the AMOC with a delay 
of roughly 15 years after the eruption. Swingedouw et al. 
(2013) showed that the SST nudging still plays an impor-
tant role, as they translate the role of atmospheric forcing 
such as the persistent NAO events in the 1980s and 1990s. 
This might explain the slightly delayed AMOC maximum 
around the end of the 1990s in NUDG as compared to 
HIST (Fig. 8a, b), but this effect is weaker in the present 
analysis than in Swingedouw et al. (2013) as only one real-
ization of NUDG is used here.

Figure 8 shows that our system has no skill in predicting 
the AMOC reconstructed by either of these reanalyses. By 

contrast, potential predictability as measured using ACC is 
significant at all lead times (Fig. 8b), in agreement with the 
long AMOC internal predictability (Persechino et al. 2013). 
Although these values start higher than for the non-initial-
ized hindcasts at the first two forecast ranges, the difference 
is not significant. The same conclusion holds for the RMSE 
although initialization has also helped to reduce the spread 
of the initialized hindcasts.

In order to better understand the impact of the initiali-
zation on the North Atlantic ocean and its predictability, 
we investigate the predictability of vertically averaged 
ocean heat content in DEC3 (Fig. 9). In the North Atlan-
tic midlatitudes, there is practically no actual skill for the 
heat content integrated down to 300 m or below which is 
consistent with the lack of actual SST skill in the same 
region (Figs. 6b, 7d, e). The potential skill is significant for 
all forecast ranges. It is higher than the skill obtained for 
non-initialized hindcasts until the forecast range 2–5 years, 
but the difference is not significant. As for the AMOC, the 
ocean heat content is found to be strongly impacted by the 
model’s internal variability, characterized by a 20 year time 
scale.
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Fig. 10  Same as Fig. 1 for 
SST averaged over the region 
(30°–45°N) in the Pacific
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5  Prediction skill in the North Pacific Ocean

Prediction skill of the tropical Pacific was discussed in 
Sect. 3.2. The northern Pacific Ocean is usually one of 
the regions with the lowest actual skill in near-term tem-
perature forecasting (Guemas et al. 2012; Kim et al. 2012; 
Branstator and Teng 2012; Bellucci et al. 2013), although 
hints of improved predictability in the North Pacific tem-
peratures by initialization have been found by Mochizuki 
et al. (2010), Chikamoto et al. (2013) and Magnusson et al. 
(2012). After a trend analysis, Bellucci et al. (2014) sug-
gest that the poor skill in the extra-tropical North Pacific 
reflects the inability of the models to correctly reproduce 
the observed ratio between forced and unforced variabil-
ity in this region, where the warming trend only explains 
a small fraction of the total variability. Figure 3 neverthe-
less reveals potential prediction skill in our system in the 
North Pacific midlatitudes. One can identify three skilful 
regions in the North Pacific in our model, at lead-time 2–5 
years (middle right panel): Firstly, a skilful region is found 
between 5° and 15°N in the western Pacific, which also 
appears in HIST, thereby suggesting that it is associated to 
external forcing. A second skilful region is found between 
15° and 30°N in the western to central Pacific. This region 
is not skilful in HIST. Thus it has been positively affected 
by the initialization. It looses skill at lead time 6–9 years 

(Fig. 3 bottom right). Consistently, ACC for SST averaged 
over the low latitudes (0°–30°N) in the Pacific is only sig-
nificant when computed against NUDG (potential predict-
ability), and only over the forecast range 1–4 years (not 
shown). This is less than what was described for the tropi-
cal to subtropical North Atlantic above. As discussed previ-
ously, this is due to the dominant influence of ENSO in the 
Pacific, poorly predictable beyond 1 year, while the tropical 
Atlantic benefits from the influence of subpolar latitudes 
and cross-equatorial heat transport by the AMOC. Finally, 
the maps also show a skilful region between 30° and 45°N 
extending almost through the whole Pacific basin, which is 
still significantly correlated with NUDG at forecast range 
6–9 years, while no skill is found in HIST. This region 
bears similarity with the skilful region highlighted in Kim 
et al. (2012, 2014), Doblas-Reyes et al. (2013). Figure 10 
confirms that in our system, the potential skill averaged 
over the northern extratropical Pacific from 30° to 45°N is 
significant for all forecast ranges and significantly differ-
ent from the skill obtained for non-initialized hindcasts. 
Interestingly, actual prediction skill is also significant for 
all lead times so that although scores are slightly lower, 
actual prediction skill practically equals potential skill in 
this region. Furthermore, the actual skill is at least as good 
as for the Atlantic (Figs. 5b, 6b). Note that the shape of the 
ACC evolution with increasing forecast ranges 1–4 years, 
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as computed against NUDG and DATA contrasts with the 
skill of the statistical AR1 process. The latter yields a sig-
nificant correlation only for the shortest forecast range, 
and it decreases quickly afterwards. This suggests a role of 
the oceanic circulation on this predictability beyond ther-
mal inertia. RMSE of DEC3 is not significantly different 
from HIST, and neither is the spread (Fig. 10c). In gen-
eral, DEC3 appears to be reliable, with the ensemble mean 
RSME matching the ensemble spread, while DEC9 can be 
rather considered as overdispersive.

The correlation between SST averaged over this region 
(30°–45°N) and the first empirical orthogonal function 
of annual mean SSTs between 20° and 75°N amounts to 
−0.94 (significant at the 95 % level, not shown) in the con-
trol simulation. This indicates that the SST average shown 
in Fig.10 can be taken as a measure of the negative phase of 
the Pacific Decadal Oscillation (PDO) in IPSL-CM5A-LR, 
in a manner similar to the definition in Mantua et al. (1997). 
Fig. 11 shows that in observations, SSTs averaged in the 
area also project on the typical PDO pattern (a), and that 
this is well represented in NUDG (b). However, the spa-
tial pattern associated in the model with the observed vari-
ations of SST in the North Pacific (30°–45°N), Fig. 11c) is 
not a PDO-like pattern. It rather bears similarity with the 
second least damped mode of North Pacific SST variability 
found by Newman et al 2007. The predicted pattern related 
to the observed time series (d and e) captures some of the 
positive anomalies in the central North Pacific, but not in 

the latitude band between 30° and 45°N. Furthermore, the 
predicted pattern is positive in the whole subtropics, near 
the eastern coast and in the north. This also resembles the 
second least-damped mode of North Pacific SST variability 
found by Newman (2007), except for the tropical and east-
ern subtropical part. Newman (2007, 2013) suggested that 
the observed PDO represents the sum of several stochastic 
phenomena rather than a single physical process, and they 
showed that long term predictability in the North Pacific is 
primarily due to the second least-damped mode. The fact 
that the observed PDO time series projects onto this mode 
in the historical simulation may explain the relatively long 
predictability in the North Pacific found in the model. The 
North Pacific climate has experienced several climate shifts 
over the past decades, in particular in 1976/1977 (e.g. Tren-
berth and Hurrell 1994; Mantua et al. 1997; Deser et al. 
2004; Yeh et al. 2011), in 1988/89 (Hare and Mantua 2000; 
Trenberth and Hurrell 1994) and in 1998/99 (Minobe 2000; 
Di Lorenzo et al. 2008; Ding et al. 2013). In the context of 
the PDO being represented by the sum of several stochas-
tic processes, Newman (2007) explain that these shifts may 
only be predictable within the timescale of the most rapidly 
decorrelating noise, i.e. around 2 years. The ERSST curve 
in Fig. 10a shows how these shifts translate in terms of SST 
averaged of the North Pacific midlatitudes. The three tran-
sitions are reasonably reproduced in the NUDG simulation, 
and the 1976 and the 1998 ones are reasonably predicted 
2–5 years in advance. This may again be explained by the 

Fig. 11  Correlation of observed 
ERSST time series averaged 
between 30° and 45°N in the 
Pacific against the SST field 
in a ERSST, b, c NUDG and 
HIST respectively, d, e DEC3 
at forecast range 2–5 and 6–9 
years respectively. All SST 
fields are linearly detrended 
and considered as averages 
over 4 consecutive years. Non-
significant correlations at the 
90 % level are marked with the 
black dots
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dominance in the model of one specific mechanism for the 
PDO, as opposed to what is found in Newman (2007). The 
late 1980’s event is rather well predicted with a 1 year lead 
time (not shown), while it is missed with at a 2–5 years 
forecast range. Note also that in the model, SST average 
between 30° and 45° in the Pacific is strongly correlated 
with the SSTs in the North Atlantic low-latitudes (r = 0.45, 
significant at the 95 % level, not shown). Although this sta-
tistical link is not realistic [see for example Marini (2013)], 
it may also explain the relatively long predictive skill 
detected in the North Pacific in our model.

We turn now to the investigation of the OHC, a key vari-
able for ocean memory and thus predictability. Ocean heat 
content integrated down to 300 m over the extratropical 
Pacific shows surprisingly good potential prediction skill, 
as compared to literature (Fig. 12). Initialized predictions 
are potentially skillful for all forecast ranges, and ACC 
measured against SODA (i.e. actual skill) is significant and 
significantly different from non-initialized hindcasts up to 
the forecast range of 5–8 years. For ORAS4 and EN3, ACC 
is in general significant as well, although not significantly 
different from the skill obtained in HIST. Time series for 
the forecast range 2–5 years (Fig. 12a) confirm the rela-
tively good reconstruction of the ocean heat content vari-
ability in NUDG with respect to EN3. These performances 

are overall striking and good and contrast with the general 
idea that decadal predictability over the North Pacific is 
quite low. Nevertheless, Chikamoto et al. (2013) reported 
prediction skill over almost a decade for subsurface tem-
peratures in the North Pacific, which is in agreement with 
our actual skill assessment. The potential predictability 
of our system suggests that even longer skillful forecasts 
might be achieved in the future. Interestingly, once again, 
the AR1 statistical model yields significant prediction skill 
for lead times 1–4 years, but the ACC drops rapidly as fore-
cast times increases. This clearly suggests a role of ocean 
processes for the long predictability detected in ocean heat 
content in IPSL-CM5A-LR.

6  Results on salinity

In a perfect model framework, Servonnat et al. (2014) 
showed a good ability of SST nudging in reconstruct-
ing SSS variability in the tropics. It is therefore interest-
ing to evaluate the prediction skill of this variable in the 
same region for our set of experiments (Fig. 13). Note 
however that given the lack of long-term satellite measure-
ments, SSS reconstructions and reanalysis are subject to 
much higher uncertainty than temperature, so that actual 
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Fig. 12  Same as Fig. 9 averaged over the Pacific extratropical region 
(30°–45°N)
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Fig. 13  Same as Fig. 4 (left), but for the SSS [average over the lati-
tude band (20°S–20°N)]. The purple bars in panel (a) and purple 
lines in panel (b) and (c) are from EN3 dataset
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prediction skill (or the lack of) has to be interpreted with 
care. Potential prediction skill of SSS over the tropical 
band (20°S–20°N) is significant for the first three forecast 

years, but both ACC and RMSE are significantly different 
in DEC3 and HIST only the first year. SSS has thus been 
impacted by the nudging in the Tropics, as described in 
(Servonnat et al. 2014) and given its relatively longer per-
sistence than SST (e.g. Mignot and Frankignoul 2003), 
it is potentially predictable over relatively longer fore-
cast ranges too. The AR1 model yields potential skill for 
1-year lead time. In terms of actual prediction skill, ACC 
is low but significant only when computed against ORAS4. 
NUDG is indeed significantly correlated with ORAS4 at 
the 90 % confidence level (r = 0.70), suggesting that SSS 
has been reconstructed with some agreement as compared 
to ORAS4. Note that these results primarily come from the 
tropical Pacific, while potential skill is only significant for 
the first two lead times in the tropical Atlantic. Séférian 
et al. (2014) found similar results in the tropical Pacific for 
the nutrient primary productivity.

We now examine the prediction skill, both potential 
and actual, of the SSS in the North Atlantic (30°–60°N) 
(Fig. 14). As indicated by the weak correlation between 
NUDG and the DATA (Table 2, top), SSS has not been 
properly reconstructed in these regions as compared to rea-
nalysis. SSS typical variability in all simulations is much 
stronger than in the DATA (Table 2, top, first column), 
probably as a result of the strong bi-decadal variability in 
this region in the model. Nevertheless, SSS has been influ-
enced by the nudging, as correlations between HIST and 
NUDG are also very weak. Note that the same applies to 
SST (Fig. 6a). In the North Atlantic, the resulting SSS vari-
ability both in the NUDG and DEC3 time series is strongly 
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Fig. 14  Same as Fig. 1 for SSS averaged over the region (30°–60°N) 
in the Atlantic

Table 2  Correlation between 
SSS time series in different 
regions in the reanalysis 
(ORAS4 and SODA 
respectively), and the HIST, 
NUDG and DEC3 time series 
computed from the model 
simulations as described in the 
text at the forecast range 2–5 
years

Atlantic - [30◦N-60◦N] std (psu) EN3 ORAS4 SODA HIST NUDG DEC3 SST

EN3 / ERSST 0.025 1 0.05 0.77 0.23 0.08 -0.27 0.35

ORAS4 0.028 - 1 0.17 0.14 0.10 0.17 -0.34

SODA 0.032 - - 1 0.42 -0.20 -0.47 0.19

HIST 0.065 - - - 1 -0.57 -0.66 0.80

NUDG 0.094 - - - - 1 0.79 0.64

DEC3 0.081 - - - - - 1 0.69

Pacific - [30◦N-45◦N] std (psu) EN3 ORAS4 SODA HIST NUDG DEC3 SST

EN3 / ERSST 0.016 1 0.72 0.60 0.32 0.27 0.29 -0.10

ORAS4 0.027 - 1 0.86 0.36 0.26 0.32 0.06

SODA 0.019 - - 1 0.23 0.14 0.14 0.44

HIST 0.016 - - - 1 0.24 -0.12 -0.02

NUDG 0.022 - - - - 1 0.51 0.06

DEC3 0.022 - - - - - 1 0.42

The last column gives the correlation between the SSS and the SST time series for dataset separately. 
Significant correlation at the 90 % level with a two-sided student test have been highlighted in bold
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correlated with the corresponding SST. It was also the case 
in the non-initialized runs HIST. This strong link between 
SST and SSS in the North Atlantic in this model has been 
extensively described in Escudier et al. (2013). The correla-
tion of SST and SSS in the NUDG shows that SST nudging 
has strongly impacted the SSS through the 20-yr cycle. Sig-
nificant skill score and correlation of the DEC3 time series 
of SST and SSS for the forecast range 2–5 years shows that 
this phasing in the NUDG carries on in the hindcasts and 
yields potential predictability for the SSS in the northern 
North Atlantic. Given the role of SSS anomalies for deep 
convection and the AMOC, this type of mechanism for 
SSS predictability is encouraging for AMOC predictabil-
ity. Unfortunately, actual prediction skill is not significant. 
Nevertheless, since SSS is not properly constrained in this 
region in data and reanalysis, large uncertainties remain 
concerning large-scale SSS observation products. Reasons 
for these discrepancies are beyond the scope of the present 
study.

In the model, SSS and SST are not as tightly linked in 
the North Pacific as in the North Atlantic. Nevertheless, the 
salinity is also affected by the nudging, as seen from the 
weak correlations between HIST and NUDG time series 
(Table 2). The high (although not significant at the 90 % 
confidence level) correlation between NUDG and DEC3 
can thus be attributed to the SSS internal persistence, with 
makes it potentially predictable in the model.

7  Conclusions

Two decadal prediction ensembles, based on hindcasts per-
formed with the same model and the same simple initializa-
tion strategy have been analyzed. The initialization consists 
of surface nudging to ERSST anomalies, with a relatively 
weak nudging strength, namely 40W .m−2.K−1. The first 
ensemble consists of 3 members of hindcasts launched 
every year between 1961 and 2013. The second ensemble 
consists of 9 members launched every 5 years between 
1961 and 2006. The focus of this study has been on assess-
ing multi-year prediction skill of the ocean in these two 
decadal prediction ensembles.

The first important outcome of this study is precisely the 
difficulty to assess the actual skill, because of data uncer-
tainty. For SST, ACC and RMSE measured from one obser-
vational dataset (ERSST) and two reanalysis (ORAS4 and 
SODA) led in general to similar conclusions in terms of 
predictability horizon, but with different values for the ACC 
and the RMSE. For the salinity and the ocean heat content, 
EN3, ORAS4 and SODA could also lead to different pre-
dictability horizons. For the AMOC, the three reconstruc-
tions considered here were found to be very weakly cor-
related. Understanding the reasons for these particularities 

are beyond the scope of this study. We suggest nevertheless 
that forthcoming assessments of decadal predictions should 
be performed against several -at least more than one -data-
sets, as a measure of the uncertainty of the data.

A second major conclusion is the importance of increas-
ing the number of members and start dates in decadal pre-
diction systems. This idea is not new (e.g. Kirtman et al. 
2013) and in the literature, the issue of the small size of 
ensembles has been overcome by using multi-model 
ensembles (e.g. Oldenborgh et al. 2012; Bellucci et al. 
2014). We showed here that 3 members are usually not 
enough to estimate consistently the ensemble mean, and 
thus yield biased estimates of the RMSE. Increasing the 
ensemble size to 9 members helps in reducing this problem. 
It leads to overall more reliable predictions, as the ensem-
ble mean is more accurately estimated, so that the RMSE is 
reduced and it becomes comparable to the spread. Proba-
bilistic skill scores yield similar conclusions (not shown), 
although the estimation of a probability density function 
with 9 members could only be tested with a start date inter-
val of 5 years (DEC9) and should be considered with care. 
Increasing the number of start dates also appeared crucial 
in order to obtain robust prediction skill scores. With only 8 
or 9 start dates to verify against, prediction scores are very 
noisy and thus poorly trustworthy. The major influence of 
non-linear effects of external forcing as well as background 
decadal variability has been illustrated.

A third particularity of the present study as compared to 
previously published evaluations of decadal prediction sys-
tems is the parallel assessment of both potential and actual 
prediction skill. Computing skill scores against observa-
tions and reanalysis datasets is of course crucial for practi-
cal applications. From a technical point of view, this is also 
important in order to evaluate the efficiency of the initializa-
tion strategy. However, from a pure scientific point of view, 
potential prediction skill gives a robust insight in the maxi-
mum predictive horizon which can be expected for a particu-
lar forecast system, thereby suggesting possible mechanisms 
responsible for the predictability, and areas where specific 
efforts on measurement systems and/or model improve-
ments should be made. In the case of DEC3, particularly 
long potential prediction skill has been found for the AMOC, 
the upper 300m ocean heat content and the SSS in the North 
Atlantic, and could be interpreted in terms of the internal 
mode variability of the IPSL-CM5A-LR model. Even if this 
does not translate in terms of actual skill it gives hope for 
future systems using more efficient initialization techniques, 
and provides physical explanation for predictive skill.

For linearly detrended SST, both potential and actual pre-
diction skill is of the order of 10 years at the global scale, and 
this is essentially due to the non-linear response to external 
forcing. Regionally, the horizon of the potential skill is 1 year 
in the tropical band, 10 years at mid latitudes in the North 
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Atlantic and in the North Pacific and 5 years at low latitudes 
in the North Atlantic. These results are generally consistent 
with previously published single and multi-models analy-
sis, even yielding longer predictability in the North Pacific 
midlatitudes. This is a particularly important result given the 
relatively simple initialization strategy used here, namely a 
weak nudging to observed SST anomalies. This score may 
come from the model’s specific spatial pattern associated to 
the observed SST variability in the North Pacific, and/or spu-
rious correlation between SST variability in the North Atlan-
tic and North Pacific. Regarding the North Atlantic, we have 
shown that the nudging helps phasing the SST but in hind-
cast mode, it is not strong enough to constrain it with respect 
to the strong internal variability of the model. Few studies 
analyzed in detail the prediction skill of integrated ocean 
heat content in such systems. Here, we find surprisingly high 
actual skill for this variable in the extratropical North Pacific. 
Over the North Atlantic, it has no actual skill, and neither 
does the AMOC, but we also underlined very strong discrep-
ancies among the different datasets for this variable, illustrat-
ing the difficulties to observe or reconstruct this large-scale 
feature. The particularly long prediction skill obtained in sur-
face and subsurface over the extratropical North Pacific will 
deserve a dedicated future study.

Surface SST nudging also proved relatively efficient to 
induce significant potential predictability of sea surface 
salinity in the tropics for about 3 years, which is longer 
than the prediction skill on SST. In the extratropical North 
Atlantic, our analysis also showed distinctive behavior 
resulting from a dominant internal mode of variability at 
the 20-year timescale in our model. SST nudging indeed 
exerts a strong influence on SSS, which induces a strong 
phasing of this variable in the nudged simulation. This 
leads to a surprisingly long potential predictability of SSS 
in the extratropical North Atlantic. Comparison with other 
systems should be performed in order to better understand 
the robustness and the reasons for this result. Although the 
mechanism is encouraging, this effect did not induce signif-
icant actual skill for SSS. Given promising results regard-
ing the realism of this 20-year timescale in the North Atlan-
tic (e.g. Swingedouw et al. 2015), next steps on the path of 
investigating the performance of surface initialization will 
consist of testing SSS and surface wind stress initialization. 
Data uncertainty is presently a strong limitation regarding 
the use of SSS for decadal prediction initial conditions but 
hope may come from recent satellite missions.
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