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A B S T R A C T

This paper describes a method that employs Earth Observation (EO) data to calculate spatiotemporal estimates of soil heat flux, G, using a physically-based method (the Analytical Method). The method involves a harmonic analysis of land surface temperature (LST) data. It also requires an estimate of near-surface soil thermal inertia; this property depends on soil textural composition and varies as a function of soil moisture content. The EO data needed to drive the model equations, and the ground-based data required to provide verification of the method, were obtained over the Fakara domain within the African Monsoon Multidisciplinary Analysis (AMMA) program. LST estimates (3 km × 3 km, one image 15 min−1) were derived from MSG-SEVIRI data. Soil moisture estimates were obtained from ENVISAT-ASAR data, while estimates of leaf area index, LAI, (to calculate the effect of the canopy on G, largely due to radiation extinction) were obtained from SPOT-HRV images. The variation of these variables over the Fakara domain, and implications for values of G derived from them, were discussed. Results showed that this method provides reliable large-scale spatiotemporal estimates of G. Variations in G could largely be explained by the variability in the model input variables. Furthermore, it was shown that this method is relatively insensitive to model parameters related to the vegetation or soil texture. However, the strong sensitivity of thermal inertia to soil moisture content at low values of relative saturation (<0.2) means that in arid or semi-arid climates accurate estimates of surface soil moisture content are of utmost importance, if reliable estimates of G are to be obtained. This method has the potential to improve large-scale evaporation estimates, to aid land surface model prediction and to advance research that aims to explain failure in energy balance closure of meteorological field studies.

Crown Copyright © 2011 Published by Elsevier B.V. All rights reserved.

1. Introduction

The surface energy balance describes the energy exchange between the land surface and the atmosphere:

\[ R_{n} = H + LE + G \]  

(1)

where \( R_{n} \) is the net radiation, \( H \) is the sensible heat flux, \( LE \) is the latent heat flux, i.e. the evapotranspiration, and \( G \) is the surface soil heat flux (all fluxes in W m\(^{-2}\)). A key variable that plays a role in all these fluxes is the land surface temperature, LST.

Recently, determination of the surface soil heat flux, \( G \), has received renewed attention, predominantly to help explain failure in energy balance closure (e.g. Heusinkveld et al., 2004; Foken, 2008; Jacobs et al., 2008), i.e. the occurrence of a consistent discrepancy between \( R_{n} \) and \( H + LE + G \), or rather between \( R_{n} - G \) (the available energy) and \( H + LE \) (the atmospheric turbulent fluxes), for a particular data set. The main focus of these studies was to draw attention to problems related to the calculation of \( G \) when using in situ sensors, such as the influence of measurement errors and mismatching shortcomings on \( G \) estimates (Liebenthal et al., 2005; Ochsner et al., 2006, 2007; Sauer et al., 2007), or the effect of latent heat transfer on soil heat flux measurements (Mayocchi and Bristow, 1995; Heimlan et al., 2010). Assessment of the degree of energy balance closure is particularly important when
evaluating the reliability of energy balance fluxes at FLUXNET sites (http://wwwfluxnetornlgov/fluxnet/), for example, as these data are used widely by the meteorological research community (e.g. for verification of land surface models, see Blyth et al., 2010).

However, no matter how accurate the estimates of G from ground-based methods are, a major unresolved problem is the fact that G obtained by standard in situ methods represents a land surface area of <1 m² compared to the km² scale associated with H and LE flux estimates obtained by the eddy-covariance (Moncier, 1997) or scintillometry methods (Evans et al., 2010). Large-scale estimates of G are not only useful for testing of energy balance closure, but also in the context of reliable regional to global evaporation products (e.g. WACMOS, http://wacmos.letc.nl/, or WATCH, www.eu-watch.org) and of providing verification data for Regional or Global Circulation Models (see e.g. Boone et al., 2009 and Kergoat et al., 2011, in the AMMA framework).

For this reason, over the years researchers have turned their attention on obtaining G by use of variables that can be obtained from remote sensing, using proximal (Wang and Bras, 1999; Verhoef, 2004; Murray and Verhoef, 2007a,b) to satellite-based Earth Observation (EO) instruments (Bastiaanssen et al., 1998a,b; Tsuang, 2005).

Remotely sensed variables used in these methods generally comprise net radiation, surface temperature, albedo and NDVI (e.g., Choudhury et al., 1987; Kustas et al., 1993; Friedl, 2002; Bastiaanssen et al., 1998a,b; Jacobsen and Hansen, 1999; Santanello and Friedl, 2003). Albedo serves as a proxy for soil moisture content, as this variable strongly affects soil thermal properties. NDVI provides an estimate of vegetation coverage fraction, as, under the same atmospheric driving conditions, vegetation-covered soil will have a smaller soil heat flux than bare soil, due to radiation extinction by the canopy. A large number of these papers focus on the determination of G/Rn, from which G can be derived, provided Rn is known; experimentally it has been shown that the G/Rn ratios vary approximately between 0.05 for dense vegetation to 0.3–0.4 for bare soil (e.g. Verhoef, 2004; Murray and Verhoef, 2007b).

Unfortunately, the majority of these approaches are largely empirical, nor are these methods universal. Some of these techniques and their (dis)advantages, were discussed by Murray and Verhoef (2007a,b) and a case was made for replacing these empirical equations with a universal, more physically-based, method based on the Analytical Method (see also Horton and Wierenga, 1983; Verhoef, 2004), which involves a harmonic analysis of surface temperatures and also requires estimates of surface thermal inertia. This method has been tested on the field-scale by Verhoef (2004) for bare soil and by Murray and Verhoef (2007a,b) for vegetated surfaces, using proximal remote sensing to determine surface temperature. Another physically-based method that uses LST (in this case satellite-based) to derive G, discussed in Tsuang (2005), only considers annual and diurnal variations and no lower-frequency components, so the number of harmonics is much less. It also requires estimates of an effective soil depth, which is hard to obtain, and uses a constant thermal inertia of 1789 J m⁻³ K⁻¹ s⁻¹/², which is unrealistic. Furthermore, this method directly uses skin temperatures at the top of the canopy, but does not correct for the effect of the canopy (see Section 2.1). In Tsuang's paper this caused a discrepancy between the ground fluxes calculated by using radiometric temperatures and those observed at the study sites.

Here, the method derived by Murray and Verhoef (2007a,b), until now used only with proximal LST data, will be tested for a much larger area: the African Monsoon Multidisciplinary Analysis (AMMA; Redelsperger et al., 2006) Fakara domain (approximately 50 km x 50 km) in SW Niger, using satellite remote sensing data. It will allow the Analytical Method to be evaluated for large-scale estimation of G. The relatively dry and sandy soils of this geographical area represent a challenging test-bed for this method. Recommendations for its successful use over different surface types and for different climatic regimes will also be made.

2. Materials and methods

2.1. Calculation of surface soil heat flux from remote sensing data

Calculation of the surface soil heat flux, G, is performed using the method described by Murray and Verhoef (2007b); from here on referred to as (MV2007b) for vegetated surfaces, as based on Verhoef (2004; method valid for bare soils only). Here, the Analytical soil heat flux method, which is originally based on a harmonic analysis of below-ground soil temperatures (Van Wijk and De Vries, 1963; Horton et al., 1983), is employed. However, in this case the harmonic analysis is performed on surface temperatures, Ts, obtained from infrared thermometry (IRT). The following equation was derived by MV2007b (see also Verhoef, 2004):

\[
G = \sum_{n=1}^{M} A_n \sqrt{n\omega_0} \sin \left( n\omega_0 + \phi_n + \frac{\pi}{4} \right) = \Gamma_s
\]

where \( \Gamma_s \) is the thermal inertia, \( M = 20 \) is the total number of harmonics used (the use of 20 harmonics should ensure that high frequency temporal fluctuations, e.g. due to temporary cloud cover, are captured satisfactorily), \( A_n \) is the amplitude of the nth harmonic, \( \phi_n \) is the phase shift of the nth harmonic, \( t \) is time and \( \omega_0 \) is the angular frequency. \( J_s \) is used to denote the sum of the harmonic terms derived from the timeseries of \( T_s \), to allow for brevity of notation later on in the manuscript. This equation is considerably less complicated than when using below-ground soil temperatures, because all terms containing depth, \( z \), have disappeared. Verhoef (2004) successfully used Eq. (2) to calculate soil heat fluxes for a bare UK soil. In this study \( \Gamma_s \) was derived from the nighttime drop in soil surface temperature and the average net radiation received during this period. Note that this approach to calculate \( \Gamma_s \) cannot be used for vegetated surfaces. For this purpose, Murray and Verhoef (2007a) developed an alternative method (see Eq. (5)).

For vegetated surfaces, calculation of \( G \) with Eq. (2) ideally requires a harmonic analysis of below-canopy soil surface temperature, to obtain the shape of the diurnal course of \( G \), as determined by \( J_s \). However, when using remote sensing, generally only one single composite (vegetation plus soil) radiometric brightness temperature, \( T_{s_b} \), is available. A new approach was therefore adopted in MV2007b, where a direct relationship was inferred between the sum of the harmonic terms of below-canopy soil surface temperatures, i.e. \( J_s \), and the sum of the harmonic terms of radiometric brightness (composite of soil and canopy) temperatures, \( J_{s_b} \), respectively. The rationale behind this approach was that absolute values of below-canopy soil surface temperatures are not required in Eq. (2). Although they can be obtained from remotely observed radiometric temperatures (see e.g. Norman et al., 1995; François et al., 1997; Zhaoliang et al., 2001; Friedl, 2002), this involves simultaneous infrared thermometer (IRT) observations at different viewing angles over homogeneous pixels, which is not currently possible from operational satellite or airborne instruments. Only the relationships between instantaneous and daily averaged temperature readings (used in defining \( A_n \) and \( \phi_n \)) is important (see MV2007b).

Hence, \( J_{s_b} \) was simply altered by a fractional soil cover factor, \( f_s \) (to account for the relative contribution of soil and canopy), to obtain an estimate of \( J_s \):

\[
J_s = \left( \frac{1}{2} f_s (r) + \frac{1}{2} \right) J_{s_b}
\]

This equation was tested for a number of vegetation types and densities in MV2007b. Here, \( f_s (r) \) is the fractional soil cover as a
function of instrument (IRT) viewing angle, \( \tau \); \( f_1(\tau) = 1.0 \) for a surface consisting of entirely bare soil. Values for \( f_1(\tau) \) are calculated from leaf area index, \( LAI \), and \( \tau \):
\[
f_1(\tau) = e^{-\beta (\text{LAI} / \cos(\tau))}
\]
where \( \beta \) is the radiation extinction coefficient (taken as 0.5, which corresponds to a spherical leaf angle distribution, which is deemed adequate for the canopies under consideration). For MSG–SEVIRI observations over the Sahel, \( \tau \) is assumed 0.

As in MV2007b, remote \( G \) was shifted by 1.5 h to further account for the effect of the canopy, which will dampen and delay the temperature signal, when we compare the soil temperature below the canopy to the surface temperature at the top of the canopy. In theory this shift depends to a certain extent on vegetation structure, and on vegetation density or \( LAI \). However, MV2007b showed that a single value of phase shift was sufficient for the various canopy types and densities tested in their paper, so for reasons of simplicity and consistency this value was selected also in the current study.

### 2.1.1. Calculation of thermal inertia, \( G \)

Eq. (2) also requires an estimate of thermal inertia, \( G \). Murray and Verhoef (2007a), from here on referred to as MV2007a, developed an equation to calculate \( G \) from soil porosity (which was assumed equal to saturated soil moisture content, \( \theta_s \)) and an estimate of soil moisture content, \( \theta \):
\[
G = \mathcal{K}_e(\Gamma_s - \Gamma_0) + \Gamma_0
\]
where \( \mathcal{K}_e \) is the Kersten number, which depends on the degree of saturation, \( \theta / \theta_s \). \( \Gamma_s \) is the maximum value of thermal inertia (at saturation) and \( \Gamma_0 \) is the thermal inertia when the soil is air-dry. These authors based their values of \( \Gamma \) (for 11 standard USDA textural classification soils, see Clapp and Hornberger, 1978) on the theoretical definition of this composite thermal soil property:
\[
\Gamma = \sqrt{\mathcal{C}_s}\;
\]
Here, \( \lambda \) is the soil thermal conductivity (W m\(^{-1}\) K\(^{-1}\)) and \( \mathcal{C}_s \) is the heat capacity (J m\(^{-1}\) K\(^{-1}\)). \( \lambda \) was calculated with the model recently proposed by Lu et al. (2007), and \( \mathcal{C}_s \) from the standard equation (e.g. Van Wijk and De Vries, 1963), which assumes soil is composed of solids, water and air and that \( \lambda \) linearly depends on the volume fractions of these phases, multiplied by their respective heat capacities.

Based on an analysis of the eleven general soil textural types (see Table 1 in MV2007a) \( \Gamma_0 \) and \( \Gamma_s \) are given by:
\[
\Gamma_0 = -1062.4 \theta_s + 1010.8 \quad (7a)
\]
\[
\Gamma_s = 788.2 \theta_s^{-1.29} \quad (7b)
\]
For the Kersten number, an amended version of the equation given by Lu et al. (2007) was employed:
\[
\mathcal{K}_e = \exp \left\{ \gamma \left[ 1 - S_C^{\delta} \right] \right\}
\]
where \( S_C \) is \( \theta / \theta_s \) is a soil-texture dependent parameter and \( \delta \) is a shape parameter.

Parameters \( \gamma \) and \( \delta \) were optimised so as to adequately describe the shape of normalised \( \Gamma \), because the Kersten number in Lu et al. (2007) was used to describe the shape of thermal conductivity (rather than thermal inertia) versus soil moisture content. So in Eq. (8), \( \delta = 2.0 \) and \( \gamma = 1.78 \) for coarse-textured soils (fraction of sand content, \( FS < 0.8 \)), \( \delta = 1.5 \) and \( \gamma = 0.93 \) for fine-textured soils (\( FS > 0.4 \)) and \( \delta = 4.0 \) and \( \gamma = 3.84 \) for medium textured soils, with intermediate \( FS \) values (see MV2007a).

At this point it is worth mentioning that Lu et al. (2009) present an updated version of the MV2007a thermal inertia model. For \( \Gamma_0 \) they also use Eq. (7a), but they explicitly define \( \Gamma_s \) as \( \Gamma_s = \sqrt{\lambda_s \mathcal{C}_s} \), where the symbol *' again denotes saturation, rather than using Eq. (7b). This caused \( \Gamma \) to be slightly higher, at least for the two Chinese silt loam soils presented in their Fig. 3. They used a similar type of equation to represent the shape of the curve (Kersten curve), and determined model-specific parameters \( \varepsilon \) and \( m \) for two groups of soils: 2.95 and 0.16, respectively, for coarse soils (\( FS > 0.4 \)), and 0.60 and 0.71 for fine soils (\( FS < 0.4 \)). The implications, for remote \( G \) estimates, of using this marginally different equation for \( \Gamma \) will be tested in Section 3.3.

### 2.1.2. Overview of method

The method described above to calculate \( G \) from remote sensing requires the following variables: brightness temperature estimates (\( T_b \)), required for the harmonic analysis employed to derive the parameters used in Eq. (2): \( \lambda_0 \) and \( \phi_0 \), soil moisture content, \( \theta \), to obtain the relative saturation, \( S_r \), used in Eq. (8), and \( LAI \) needed for calculation of fractional soil coverage, \( f_1 \).

Required parameters comprise soil porosity (i.e. saturated soil moisture content, \( \theta \)) and soil textural information: the fraction of sand, \( FS \), is required to establish what \( \delta \) and \( \gamma \) values to use in Eq. (8)). If values of \( \theta \) are not available, pedotransfer functions could be used to derive \( \theta \) from texture, see e.g. Cosby et al. (1984). Alternatively, porosity values could be determined for a few choice textural groups (coarse, medium, fine; see also MV2007a).

### 2.2. The study-area: AMMA Fakara domain

The remote sensing data needed to drive the model equations presented in Section 2.1, and the ground-based data needed to provide verification of the method, were obtained in the framework of the African Monsoon Multidisciplinary Analysis (AMMA) program (Redelsperger et al., 2006; http://www.amma-international.org/). In this paper we focus on the Fakara domain, which is situated in the south-western part of Niger (Cappelaere et al., 2009); latitude: 13.5–13.9° N, longitude 2.2–2.8° E. A detailed description of the main characteristics of the study area can be found in Cappelaere et al. (2009) and Ramier et al. (2009).

The micrometeorological data, as described in Section 2.4, were gathered during the AMMA-Catch experiment (Lebel et al., 2009) at the Wankama site. Spatio-temporal estimates of \( G \) were calculated using the method described in Section 2.1, for June–October 2005. During this period remote sensing as well as in situ data were available. This period comprises the rainy season, characterised by rainfall events and well-defined dry-downs, thereby offering the opportunity to rigorously test the methodology.

### 2.3. Earth observation data

#### 2.3.1. Land surface temperature (LST)

The land surface temperature product (LST for 3 km × 3 km, one image 15 min\(^{-1}\)) derived from Meteosat Second Generation (MSG)-SEVIRI data and provided by the EUMETSAT-Satellite Application Facility on Land Surface Analysis (Land SAF) has been used to represent values of brightness temperatures, \( T_b \). Note that these data were averaged to half-hourly values for the harmonic analysis required in Eq. (2). In order to remove remaining cloud-contaminated data not detected by the Land SAF processing, a simple filtering methodology was applied on the LST timeseries.

The algorithm, based on smoothing and thresholding techniques, is applied at the pixel scale. It derives from the diagnosis that cloudy data are usually observed at the end of the afternoon and are colder than the expected surface temperature cooling. The methodology comprises three steps: (1) the raw LST signal is smoothed; (2) cloudy data are eliminated by application of a 2 K threshold on the signal difference smooth minus raw LST; (3) A final smoothing procedure is applied to the remaining data. This methodology
successfully eliminated cloudy data, which were especially prevalent during the rainy season (see Saux-Picart et al., 2009a).

A regular grid of 3 km by 3 km pixels was used to cover the AMMA Fakara domain, an approximately 50 km by 40 km region. The data were provided for 266 grid-boxes (19 columns, 14 rows, see e.g. Figs. 1 and 2), but strictly speaking only 190 of these were within the Fakara domain.

2.3.2. Near-surface soil moisture content

Soil moisture estimates were obtained from remote sensing data as described in detail in Zribi et al. (2007). The estimates were based on 15 sets of ASAR/ENVISAT C-band radar data, acquired during the 2004 and 2005 rainy seasons. Simultaneously with radar acquisitions, ground soil moisture measurements were carried out in a large number of test fields. A high correlation was observed between in situ measurements and processed radar data. Images were available in 2005 for 5 July, 7 July, 21 July, 26 July, 9 August, 11 August, 30 August and 15 September.

Soil moisture data were interpolated between these dates, despite the occurrence of some rain events between those dates, because continuous remote \( \theta \) information was not available. This will lead to unavoidable errors in soil moisture estimates, which will be evaluated and discussed in Section 3.3.

2.3.3. Land cover mapping

The Fakara region is characterised by dissected plateaus, which are largely covered with tiger bush, a patterned ecosystem consisting of alternating bands of trees or shrubs separated by quasi-bare soils. In the valleys of these plateaus the vegetation is dominated by cultivated fields (mainly millet) and fallow savannas (Saux-Picart et al., 2009a). A land cover map was derived from SPOT-HRV images (20 m resolution), identifying eight classes. Three classes were identified over the plateaus: bare soils, sparse vegetation and dense vegetation (corresponding to the tiger bush bands), and four classes in the valleys: recent and old fallows, crops and degraded soils; a water class was also considered. The resulting land cover map is presented in Saux-Picart et al. (2009a), Fig. 2.

Bare soils represent the dominant class over the plateaus (17.6%) whereas fallows and crops are dominant in the valleys with respective average fractions of 38.9% and 25.9%. Degraded soils represent 10% of the total area and free water only 0.1%. The Wankama site is in a valley (Saux-Picart et al., 2009a).

2.3.4. Seasonal variations in LAI

A set of nine SPOT-HRV images was acquired over the region during the year 2005; seven images were cloudless and covered the

---

**Fig. 1.** The 3-by-3 km pixel land use cover fraction, over the entire Fakara domain, for the three most important vegetation types: a) old fallow; b) recent fallow and c) crop. The X denotes the pixel where the Wankama experimental sites are situated.
whole Fakara domain. These images were used to analyse seasonal variations in vegetation growth (dates: 6 June, 13 July, 3 August, 12 September, 28 September, 14 October, and 25 October 2005). The leaf area index, LAI, was estimated with the neuronal inversion methodology summarised in Baret et al. (2007) and applied in Saux-Picart et al. (2009a).

2.4. In-situ observations at the Wankama site

The soil texture for the Wankama site was determined as <10% clay, <10% silt and 80–90% sand. Hence, because fraction of sand content, FS, was larger than 0.8, we used $\delta = 2.0$ and $\gamma = 1.78$ in Eq. (8). Dry bulk density was estimated by taking undisturbed samples of soil with known volume, and measuring their weight after oven drying for 48 h. At 10 cm, dry bulk density (from which porosity can be calculated) ranged between 1560–1650 kg m$^{-3}$ near the millet experimental station and 1400–1550 kg m$^{-3}$ near the fallow station. However, it was 1650–1810 kg m$^{-3}$ at another fallow plot nearby in the Wankama catchment. Bulk density for both surface types was therefore assumed to be 1600 kg m$^{-3}$ in all calculations.

Soil physical and meteorological variables were acquired at two micrometeorological sites (fallow savannah and millet) situated in the Fakara domain, close to Wankama village. For both sites, soil volumetric water content was measured using six CS616 water content reflectometers (Campbell Scientific Inc., Logan, USA) at depths of 0.1, 0.5, 1.0, 1.5, 2, and 2.5 m whereas soil temperature was obtained at these same depths with T108 temperature probes (Campbell Scientific Inc., Logan, USA). Shortwave and longwave radiation (downwelling and upwelling), wind speed, air temperature, and humidity were measured with a 30 min time step (see Ramier et al., 2009). Surface temperatures were calculated from the longwave upwelling radiation by inverting the Stefan–Boltzmann equation and assuming an emissivity of 0.95. The temperatures calculated in this way represent a composite (vegetation and soil) surface temperature. Rainfall was measured using a 0.5 mm tipping-bucket rain gauge (Précis Météanique, Bezons, France).

In-situ LAI was estimated in the field every two weeks, in 50 x 50 m plots in the millet and fallow fields, from hemispherical photographs (Boulain et al., 2009), and time-interpolated by Saux-Picart et al. (2009b).
2.4.1. Soil physical calculations

The Analytical Method, already mentioned in Section 2.1, in this case involving a harmonic analysis of temperatures at depths \( z > 0 \), was used to estimate in situ \( G \):

\[
G_{\text{in-situ}}(t) = (C \sqrt{D}) \sum_{m=1}^{M} \left\{ A_{\text{bn}} \sqrt{n \omega} \exp\left(-z \sqrt{n \omega}/2D\right) \right. \\
\sin\left(n \omega t + \psi_{\text{bn}} + \frac{\pi}{4} - z \sqrt{n \omega}/2D\right) \left. \right\}
\]

Symbols are as described for Eq. (2). Twenty harmonics obtained from the timeseries of \( T_{\text{soil}} \) at \( z = 0.1 \text{ m} \) obtained for the Wankama sites were used; to get the soil heat flux at the surface, \( G \), involves setting \( z = -0.1 \text{ m} \) in Eq. (9). Knowledge of the harmonic parameters also allowed calculation of surface temperature \( (z = 0) \), for both sites, from the timeseries of \( T_{\text{soil}} \). For verification purposes, these surface temperatures were compared to the MSG LST product obtained for the pixel in which the Wankama experimental sites are located (see Section 3.1), as well as to the surface temperatures obtained from longwave upwelling radiation (see Section 3.1, Fig. 7).

Eq. (9) also required calculation of thermal diffusivity, \( D \), and heat capacity, \( C \), for the layer between 0 and 0.1 m depth. Estimates of \( C \) were obtained using measurements of soil moisture content at 0.1 m depth and a value of dry bulk density (1600 kg m\(^{-3}\)).

\( D \) was calculated with the Arctangent Method (Verhoef et al., 1996), using soil temperature measurements, \( T_{\text{soil}} \), at 0.1 and 0.5 m depth. Despite the occurrence of vertical inhomogeneity, it was assumed that this value was also valid for the soil layer between 0 and 0.1 m.

3. Results and discussion

3.1. Model driving data, including in situ verification

3.1.1. Land use distribution

Fig. 1 shows the 3-by-3 km pixel land use coverage fraction, over the four most important Fakara domain, for the three most important surface types. The X denotes the pixel where the Wankama micrometeorological field sites are situated. It has the following land use cover fractions: 0.066, 0.045, 0.018, 0.012, 0.334, 0.175, and 0.35, for bare soil plates, sparse vegetation plates, dense vegetation plates, degraded hillslopes, crops, recently converted fallows, and old fallows, respectively. Therefore, about a third of this pixel was covered by crops (during the growing season), and just over half by fallow savannah (deciduous in the dry season). If we ignore the minor land cover components, this means ~40% was covered in crops (millet essentially), the rest by fallow savannah, explaining the rationale behind the selection of the two meteorological field sites. This weighting (a fraction of 0.4 covered by millet and a 0.6 fraction of fallow by fallow savannah) will also be used when calculating the verification values of soil heat flux, for example.

Crop cover (Fig. 1c) is generally largest in the bottom right quarter of the Fakara domain (with a pronounced even denser strip for columns 12–14, rows 8–14), whereas the old fallow coverage (see Fig. 1a) is largest in the top centre area of the domain; a clearly defined area (more or less in the shape of the letter X, see also Fig. 2 and related discussion) can be distinguished here. Recently converted fallow is relatively rare, with cover fraction <0.3 throughout the domain.

3.1.2. Leaf area index

Fig. 2 shows \( LAI \) over the Fakara domain. Four dates out of the seven available were selected to illustrate the greening up of the area as a result of precipitation received during the rainy season and the phenological behaviour of the vegetation in the Fakara domain.

According to the SPOT images and related analysis procedure employed (see Section 2.3) \( LAI \) was never larger than 0.5. This value compares relatively well to the average of the ground-based \( LAI \) values at the Wankama site (presented in Fig. 3 as a function of Day of Year, DOY, together with the individual \( LAI \) for savannah and millet; these data are based on interpolations of in situ \( LAI \), determined manually, see Section 2.4).

The timing of the SPOT images unfortunately meant that part of the considerable peak in the 2005 growing season fallow savannah \( LAI \) was missed. This peak is visible for the fallow savannah in situ \( LAI \) data (around DOY 255, towards the middle of September). According to Fig. 3, SPOT-based \( LAI \) may have underestimated in situ \( LAI \) between DOY 240–270, but taking into account within-pixel variability, remotely sensed \( LAI \) estimates can be considered adequate.

Fig. 2a shows that \( LAI = 0.1 \text{ m}^2 \text{ m}^{-2} \) or less on 6 June (DOY 157). However, the arrival of the rains in the Fakara domain at the end of June (i.e. around DOY 180, see Fig. 5, which shows the timeseries of the Wankama rainfall as an illustration of this) causes a greening up, in particular in the X-shaped area where the old fallows dominate (see land cover fraction in Fig. 1a, columns 6–14, rows 1–8), as shown in Fig. 2b. The area of pixels with \( LAI \) > 0.30–0.35 increases throughout August and early September; the pattern in Fig. 2d (12 September, DOY 255) roughly reflects the areas covered with old fallows and crops (see Fig. 1a and c). Although the rainfall was obviously spatially variable over the Fakara domain, the Wankama precipitation data shown in Fig. 5 are a good representation of the sequence of wetting up and drying down cycles observed over the domain during the 2005 wet season and how this affects \( LAI \).

Fraction of vegetation cover and type of vegetation (as shown in Fig. 1) will affect the soil heat flux as a result of shading: under the same atmospheric and surface conditions (texture, soil moisture content), \( G \) for a pixel totally or largely occupied by bare soil will be larger than that for a vegetated pixel. Furthermore, the \( LAI \) of the vegetation (presented in Fig. 2) will affect the surface soil heat flux (see Eq. (4) in Section 2.1): the denser the vegetation, the smaller \( G \).

However, vegetation can also have an indirect effect on soil heat flux via its influence on thermal soil properties through soil moisture content. Root water uptake will reduce soil moisture content and hence reduce thermal conductivity. Furthermore, vegetation
can act as an umbrella and intercept rainwater, part of which may be lost as direct evaporation from the canopy.

3.1.3. Soil moisture content

The spatial distribution of ASAR near-surface soil moisture content over the Fakara domain for 5 dates throughout the 2005 growing season is shown in Fig. 4 (expressed as a percentage, i.e. $\theta$ in $\text{m}^3\text{m}^{-3} \times 100$). Observed values for ASAR data never exceeded 0.15 $\text{m}^3\text{m}^{-3}$ and were at their maximum in late August (Fig. 4d, 30 August, DOY 242). After that, soil moisture rapidly declines (see Fig. 4e) as a result of the high evaporative demand of this area and the peak in vegetation activity (see Figs. 2 and 3). Note a dry anomaly for the pixel represented by column 6, row 7, on all images after 7 July 2005. This is related to an interpolation error where some data points have been removed due to their high surface roughness value (Plateaus) as this causes unreliable ASAR $\theta$-values.

Fig. 5 compares the ASAR data (with the actual data values represented by open circles and the interpolations by a solid line in between these points) for the domain gridbox representing the Wankama site, and the in situ soil moisture content assumed to be representative of this gridbox, for the fallow savannah and millet site, throughout the rainy season. Correspondence between remotely sensed and in situ data is relatively good, although at the start of the rainy season (DOY 186 (5 July), 188 (7 July) and 207 (26 July)) the 3-by-3 km average ASAR data are significantly lower than those measured in situ (up to approximately 0.04 $\text{m}^3\text{m}^{-3}$ less). The timing of these ASAR images also seems to coincide with the end of significant dry down periods, which causes Fig. 4a and b to give the impression of drought throughout the Fakara domain, even though the LAI image (compare e.g. Fig. 2b to Fig. 4a) illustrates a greening up of the area.

During the remainder of the period (i.e. for DOY 221 (9 August), 242 (30 August) and 258 (15 September)) for which ASAR data are available, ASAR $\theta$ corresponds well with either millet or savannah data (apart from for DOY 223).

Fig. 5 shows that towards the end of the period (after DOY 235), in situ near surface $\theta$ for millet is considerably larger than that for the fallow savannah, despite the fact that rainfall amounts were

![Fig. 4. Spatial distribution of near-surface soil moisture content (expressed as a percentage) over the Fakara domain, as derived from ASAR images, for: a) 7 July (DOY 188); b) 26 July (DOY 207); c) 9 August (DOY 221); d) 30 August (DOY 242); e) 15 September (DOY 258), throughout the summer of 2005.](image-url)

![Fig. 5. Rainfall recorded at the Wankama savannah site, as well as the in situ (10 cm) and remotely sensed (ASAR) near-surface soil moisture content, between DOY 160 and 270 (9 June–27 September), 2005.](image-url)
very comparable. This may have been caused by the fact that savannah LAI increased substantially after DOY 240 (see Fig. 3), most likely as a result of a steep increase in understorey LAI (causing a larger root water uptake and hence near-surface soil moisture depletion), whereas the millet crop LAI stayed more or less constant. Furthermore, the millet roots would have been located deeper in the soil profile than the fallow understorey layer composed of grasses and forbs. Hence, the savannah understorey may have depleted near surface θ more than would have been the case for the millet crop. Also, runoff would have been slightly different at the two sites; because of the propensity of these soils to develop surface crusts and the high intensities of convective rainfall, Hortonian runoff can be very substantial.

ASAR data are particularly sensitive to vertical soil moisture heterogeneity in the first centimeters of the soil profile and this may have caused the discrepancy between the ASAR and in situ data. The high, and relatively variable, evaporation in this region will have induced a high variability in the near-surface soil moisture profile, more so than in humid regions of Europe, for example.

3.1.4. Spatiotemporal variation of LSTs

Reliable values of LST, or rather of their amplitude and fluctuations, are crucial in the remote determination of G (see Eq. (2) and related description); hence they are studied in more detail in this section. In Section 3.3 the relative influence of thermal inertia, and its sensitivity to the variables determining this parameter, will be presented and discussed.

LST will vary throughout the domain, predominantly as a result of spatial variation in vegetation cover fraction (Fig. 1), LAI (Fig. 2), and surface soil moisture status, θ (Fig. 4), as these variables will have a considerable effect on the fluxes in the energy balance (Eq. (1)), in particular on evapotranspiration. Pixels with bare soil or sparse vegetation are expected to have higher peak temperatures during the day (little or no transpiration and a rapidly declining bare soil evaporation after rainfall) and lower minimum temperatures during the night-time (no insulation by vegetation layer), hence larger diurnal surface temperature amplitudes.

Fig. 6 shows the Fakara domain average LST, from hereon referred to as $\langle\text{LST}\rangle$ and standard deviation, $\sigma_{\text{LST}}$, for six dates throughout the season. $\langle\text{LST}\rangle$ varies roughly between 20 °C (nighttime) and 50 °C, hence the maximum amplitude (defined as $(\text{LST}_{\text{max}} - \text{LST}_{\text{min}})/2$) is approximately 15 °C.

A clear contrast in $\langle\text{LST}\rangle$, amplitude is visible when comparing days such as 17 August (DOY 229), 27 August (DOY 239) and 3 September (DOY 246), that have a less pronounced diurnal curve and large $\sigma_{\text{LST}}$, with 10 August (DOY 222), 22 August (DOY 234) and 12 September (DOY 255) that show a distinct peak and lower $\sigma_{\text{LST}}$ values.

For DOY 246 (3 September) very low values of $R_{\text{n}}$ (maximum of 200 Wm$^{-2}$, data not shown) were measured for the Wankama site during the daytime, illustrating this was a cloudy day, most likely throughout the entire domain. By contrast, DOY 255 (12 September) was a perfectly clear day (maximum $R_{\text{n}}$ of 600 Wm$^{-2}$), hence the large amplitude in $\langle\text{LST}\rangle$. Furthermore, this day had low θ-values, and generally low spatial variation in θ over the Fakara domain (see Fig. 4c) and hence low values of $\sigma_{\text{LST}}$.

The features presented in Figs. 2, 4 and 6, detailing the spatial variability of LAI, θ and LST, respectively, will affect the spatiotemporal patterns of soil heat flux G. This will be discussed in Section 3.2.

3.1.5. Surface temperature verification

Verification of the MSG LST estimates was possible via two sets of in situ data: a composite $T_{s}$ was derived from longwave upwelling radiation, whereas $T_{\text{soil}}$ at $z=0$ was calculated from soil temperatures, using the procedures described in Section 2.4.

Fig. 7 shows the comparison between remotely sensed LST (for the Wankama pixel) and in situ (derived from soil temperatures as well as from longwave upwelling radiation) $\langle\text{LST}\rangle$ for seven days, between early August and the middle of September. Both in situ values are averages, based on the coverage fractions of savannah and millet (0.6 and 0.4, respectively).

The two sets of in situ data ($T_{s}$ and $T_{\text{soil}}$ at $z=0$) are very similar, which can be taken as proof of their reliability. It also emphasises the sparsity of the vegetation, i.e. the downward facing long-wave radiometer is mainly sensing soil, i.e. largely looking in between the leaves of the low-LAI vegetation.
Fig. 7 shows that late afternoon and night-time MSG-SEVIRI LST data are generally lower than in situ data, possibly because of the corrections related to cloud-cover. Notwithstanding, the amplitudes of MSG LST, as well as their diurnal shape, are relatively realistic compared to in situ data. This knowledge is important in the context of estimation of $G$, and appraisal of its soundness, the ultimate aim of this paper.

### 3.2. Soil heat flux and verification

Fig. 8 shows the domain-average soil heat flux, $\langle G \rangle$, as well as its standard deviation $\sigma_G$ (based on all pixels within the Fakara domain), as calculated with Eq. (2) from remote sensing data. These three plots present 2-day periods that coincide with those shown for Wankama LST in Fig. 7. Furthermore, these dates overlap or are close to the days for which we have remotely sensed (SPOT-HRV) LAI data and ASAR $\theta$ data.

Soil heat fluxes derived from remote sensing shown in Fig. 8 have a realistic diurnal course, with a peak just before noon, as expected. For each day, we anticipate net heating/cooling of the soil to approximately balance, i.e. the area below the curve reflecting positive $\langle G \rangle$ to be similar to that below zero; Fig. 8 certainly reflects this. The soil undergoes net cooling during the monsoon season (see Ramier et al., 2009), which causes the integral of negative $G$ values to be slightly larger than the integral of positive $G$ values.

Maximum values of $\langle G \rangle$ are around 200 W m$^{-2}$, minimum values around $-100$ W m$^{-2}$. The range of maximum values of $G$ over the grid varies between 50 and 250 W m$^{-2}$, the minimum values roughly between $-25$ and $-150$ W m$^{-2}$ (data not shown). These values are very similar to those presented in e.g. Passerat de Silans et al. (1997) and Verhoef and Allen (2000), as obtained during the HAPEX-Sahel experiment in 1992 in the vicinity of the AMMA Fakara domain.

The values of $\sigma_G$ vary diurnally; $\sigma_G$ can be as large as $\langle G \rangle$ itself. One may expect it to be lowest during the night when $\sigma_{\text{LST}}$ is lowest (see Fig. 6 where a clear day-night distinction is visible, especially for days with spatially variable cloud cover such as DOY 229, 239 and 246). However, Fig. 8 shows that $\sigma_G$ for negative $\langle G \rangle$ is relatively large during the night and especially during the afternoon, for DOY 237–238. This has to do with the fact that it is not just the spatial variability of $T_q$ (i.e. LST) that affects $\sigma_G$, but also that of $\theta$ (affecting thermal inertia $I'$, see Fig. 10). The contribution of $I'$ (and hence the effect of its spatial variability on $G$) compared to $I_0$ is relatively large during the night.

Fig. 9 compares the remote surface soil heat flux for the Wankama pixel and the average in situ soil heat flux derived by the method described in Section 2.4. $G_{\text{in-situ}}$ and $G_{\text{remote}}$ compare relatively well, especially towards the middle (DOY 237–239) and end (DOY 256–258) of the period under consideration (DOY 214–258, before and after this time-span there were gaps in the LST data: the remote Analytical Method was only used for days when all 48 half-hours were available).

The discrepancy between $G_{\text{in-situ}}$ and $G_{\text{remote}}$ for DOY 215–216 is most probably linked to a larger landscape heterogeneity at the beginning of the vegetation growing season. Indeed, we are comparing $G$-fluxes that are representative of areas with completely different sizes ($<1$ m$^2$ compared to 9 km$^2$), so that the effect of small-scale variability may have caused $G_{\text{in-situ}}$ to be atypical during this earlier part of the season, when vegetation was particularly sparse.

Other reasons may also explain the discrepancies observed between $G_{\text{in-situ}}$ and $G_{\text{remote}}$ in Fig. 9a. The values of in situ $G$ depend on the harmonic analysis of $T_{\text{soil}}$ at 0.10 m, and on the thermal properties thermal diffusivity, $D$, and heat capacity, $C$. Values of $D$ and $C$ could have been overestimated because of the fact that soil moisture sensors were installed at the same depth as the thermistors (0.1 m), rather than at 0.05 m depth, for example, to be more representative of the layer between 0 and 0.10 m.

$G_{\text{remote}}$ could have been underestimated because of $\theta$ estimated from ASAR being much lower than in situ $\theta$ (and hence $I'$ being

---

**Fig. 7.** Comparison between LST obtained from MSG and average (40% millet, 60% fallow) in situ (soil) surface temperature derived from 1) a harmonic analysis on soil temperatures at 0.10 m depth. Required thermal properties were derived from soil moisture content measured at 0.10 m and from knowledge of soil textural composition (see Section 2.4) and; 2) composite (soil and vegetation) surface temperature derived from longwave upwelling radiation, for 7 days throughout the season.

**Fig. 8.** Domain average diurnal course of $G$ estimated with Eq. (2), for three 2-day periods throughout the season. Error bars denote standard deviation.
Fig. 9. A comparison of the diurnal soil heat flux calculated with Eq. (2) (the remote Analytical Method, using MSG-SEVIRI land surface temperatures) for the Wankama pixel (3 by 3 km²) and an in situ estimate of G (at the Wankama meteorological site) obtained from the in situ Analytical Method (Eq. (9)). In-situ G represents an average (40% millet, 60% fallow).

too low). Fig. 5 shows that this was not the case; ASAR $\theta$ interpolated between DOY 207 and DOY 221 (to give the values for DOY 215–216) matches rather well with in situ $\theta$.

Also, Fig. 3 shows that $\text{LAI}_{\text{remote}}$ was close to average in situ $\text{LAI}$ and therefore most likely represented a realistic value. Therefore, the reason for the comparatively large discrepancy between $\text{G}_{\text{in-situ}}$ and $\text{G}_{\text{remote}}$ for DOY 215–216, other than being caused by larger landscape heterogeneity, is not immediately clear.

Finally, note that in situ G-values are much more temporally variable; this is a general feature of the in situ Analytical Method. Soil heat flux plates were installed at the Wankama site, but their data were not used because adequate information to calculate heat storage above the plates was not available.

The remote method generally provides a much smoother signal, especially during the night. This is the result of the pixel size of the temperature measurement: the spatial integration over the kilometric pixel scale compensates the small-scale temperature fluctuations, driven by the turbulent atmospheric flow, which are measured at the local site.

3.3. Sensitivity of G to model input variables and parameters

3.3.1. Effect of soil thermal inertia

$\Gamma$ will impact on absolute G-values in a linear fashion (it is a straight multiplication factor in Eq. (2)). Fig. 10a shows how sensitive $\Gamma$ is to $\theta$, especially at low $\theta$-values, as is the case for the AMMA Fakara domain. The curve representing the MV2007a model is calculated using parameter values characteristic for the sandy soils in the Fakara domain.

Fig. 10b highlights that it crucially important to use reliable estimates of EO-based $\theta$ when calculating $\Gamma$. Note, however, that for soils with a less sandy texture, $\Gamma$ is not so strongly dependent on $\theta$ (see MV2007a). The curve in Fig. 10a represents the most extreme case; the dry, sandy Fakara catchment therefore provides a rigorous test case for our method. In wetter climates, especially for soil types of a finer texture, an error in $\theta$ would have a much smaller effect on G.

The interpolation of the ASAR $\theta$ data between the available dates (see large open circles in Fig. 5) will have caused a considerable error (especially when rainfall occurrences took place in between the ASAR observations), which would have affected $\Gamma$ and hence G. It is therefore recommended to use remotely sensed $\theta$ data with as high a temporal resolution as possible.

In Fig. 10a we also briefly explore the effect of a different $\Gamma$ parameterisation (that of Lu et al., 2009, as described briefly in Section 2.1.1). Fig. 10a shows that differences between both models are very small and that remote G-estimates are unlikely to be affected by choice of thermal inertia model.

As the MV2007a (as well as the Lu et al. (2009) method for that matter) method to calculate $\Gamma$ relies on texture estimates from soil maps and derivation of soil physical parameters (i.e. $\theta$-) from pedotransfer functions, dependent on these texture estimates, Fig. 10b illustrates the implications of a 10% relative error in $\theta$-, or in fraction of sand, FS.

The effect of $\theta$ on $\Gamma$ increases as $\theta$ increases, because $\Gamma$ is more affected than $\Gamma_0$ (a power function compared to a linear equation, see Eqs. (7a) and (7b)). At the mid-value of the range of soil moisture
contents observed over the Fakara domain, the relative increase or decrease in $I^*$ would have been 10–12% and hence a 10–12% change in $G$ would have occurred.

A 10% relative decrease in sand content (from $F_5=0.85$ to 0.765) would have brought the Fakara soils just into the medium-textured soil grouping, thereby changing $\delta$ to 4.0 and $\gamma$ to 3.84. The curve representing this configuration is shown in Fig. 10b by the dotted line. This would have decreased $I^*$ values, and hence $G$, in the Fakara $\theta$-range by about 15–20%. Most soils, however, will fall unequivocally within the coarse (FS $>$ 0.8), medium-textured, or fine-textured (FS $<$ 0.4) categories.

3.3.2. Effect of LAI and canopy extinction coefficient on $I_{0}/I_{0B}$

Finally, the ratio $I_{0}/I_{0B}$ was calculated as a function of LAI, for the range of values found over the Fakara domain (0–0.75 m$^2$ m$^{-2}$, see Fig. 3; 0–0.5 m$^2$ m$^{-2}$ for LAI derived from SPOT images and up to 0.75 m$^2$ m$^{-2}$ found for the average in situ LAI values), and three different values of canopy extinction coefficient ($\beta=0.3, 0.5$ and 0.7; $\beta$ was assumed to be 0.5 over the Fakara domain); data not shown. For these LAI values $I_{0}/I_{0B}$ ranged (in a linear fashion) between 1.0 and 0.75 (for $\beta=0.7$; $I_{0}/I_{0B}$ was higher for lower $\beta$-values). It appeared that an absolute error of 0.10 m$^2$ m$^{-2}$ in LAI at e.g. LAI = 0.25 m$^2$ m$^{-2}$ would only cause an error in $I_{0}/I_{0B}$, and hence in $G$, of around 3% (for $\beta=0.7$). This error was even less for smaller $\beta$ values. The relatively small sensitivity of $G$ to $\beta$, LAI and viewing angle, $\alpha$, was also illustrated in MV2007b, which underlines the robustness of this method.

4. Conclusions

This paper presents a physically-based method (the Analytical Method, based on harmonic analysis of land surface temperature, LST) that allows spatiotemporal estimates of surface soil heat flux, $G$, to be determined from remotely sensed variables and an estimate of soil texture. Variables required are surface temperature, leaf area index and near-surface soil moisture content. In this case these were obtained from MSG-SEVIRI LST, SPOT-HRV and ASAR data over the AMMA Fakara domain. The scale of $G$ estimates is largely determined by the resolution and frequency with which the surface temperature is available; for MSG-SEVIRI LST data this is 3 km $\times$ 3 km and every 15 min.

The approach requires a substantial amount of input, but the advantage is that the method is robust, universal and ensures a reliable diurnal course of $G$, unlike existing methods that derive $G$ from net radiation and NDVI or albedo, with the latter two serving as proxies of vegetation coverage and soil moisture content. We encourage those research communities that require large-scale model verification or that provide evaporation products derived from the energy balance (see Eq. (1), $LE = R_n - H - G$) to test our method.

Furthermore, with higher resolution EO data becoming more widely available, this method will also be more successful at providing field-scale’ estimates of $G$, compared to methods that derive $G$ from in situ soil physical equipment, as these have a footprint of $<1$ m$^2$ only. We postulate that this will generally improve energy balance closure.

Note that this method requires diurnal data, which can only be obtained from geostationary instruments. The spatial resolution in the thermal infrared for these instruments may reach 300 m in the near future, which is close to field-scale (approximately 100 m). This opens up the opportunity of using EO radiometers and down-scaling techniques to obtain estimates of $G$ at scales equal to or smaller than field-scale.
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